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Laser-material interaction of powerful ultrashort laser pulses 

Abstract 

Laser-material interaction of powerful (up to a terawatt) ultrashort (several 

picoseconds or shorter) laser pulses and laser-induced effects were investigated 

theoretically in this dissertation. Since the ultrashort laser pulse (USLP) duration time is 

much smaller than the characteristic time of the hydrodynamic expansion and thermal 

diffusion, the interaction occurs at a solid-like material density with most of the light 

energy absorbed in a thin surface layer. Powerful USLP creates hot, high-pressure 

plasma, which is quickly ejected without significant energy diffusion into the bulk of the 

material, Thus collateral damage is reduced. These and other features make USLPs 

attractive for a variety of applications. The purpose of this dissertation was development 

of the physical models and numerical tools for improvement of our understanding of the 

process and as an aid in optimization of the USLP applications. 

The study is concentrated on two types of materials - simple metals (materials like 

aluminum or copper) and wide-bandgap dielectrics (fused silica, water). First, key 

physical phenomena of the ultrashort light interaction with metals and the models needed 
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to describe it are presented. Then, employing one-dimensional plasma hydrodynamics 

code enhanced with models for laser energy deposition and material properties at low and 

moderate temperatures, light absorption was self-consistently simulated as a function of 

laser wavelength, pulse energy and length, angle of incidence and polarization. 

Next, material response on time scales much longer than the pulse duration was 

studied using the hydrocode and analytical models. These studies include examination of 

evolution of the pressure pulses, effects of the shock waves, material ablation and 

removaI and three-dimensional dynamics of the ablation plume. 

Investigation of the interaction with wide-bandgap dielectrics was stimulated by 

the experimental studies of the USLP surface ablation of water (water is a model of 

biological tissue) and laser-induced pressure waves. Simulations on the basis of the 

nonlinear ionization equation were used to examine effects of the laser created surface 

plasma on light absorption, reflection and transmission. Laser pulse energy conversion 

efficiency into pressure waves was studied experimentally and theoretically. 

... 
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Chapter 1 Introduction 

1 .I Powerful ultrashort laser pulse systems 

Energetic, precisely controlled beams of light, a fixture of science fiction for a 

long time [Wells02,TolstoyO1], became a reality with the first demonstration of the laser 

in 1960 [Maiman60]. In the past four decades studies of the interaction of optical 

radiation with matter became one of the most active and visible branches of physics and 

the lase; established itself as an indispensable and versatile tool in many applications. A 

very large and diverse group of applications such as material processing 

[Miller98 ,BaurleOO], inertial confinement fusion [Basov63 ,Lind195 ,Yamanaka9 11, 

missile defense [RodenOO,Dane02] can be classified as applications where light is used as 

an energy source. Several laser characteristics make it attractive for this role. High beam 

directionality and light monochromaticity allow very fine spatial control over energy 

delivery - a good quality beam can be focused in a spot size comparable to a light 

wavelength (approximately O.5pm in the visible range). Adjusting laser pulse length and 

shape, one can simultaneously exercise high control in temporal energy delivery. Laser 

power is another very flexible parameter - it can be as small as several mW in a personal 

CD recorder [Starretoo] or it can be as large as 500 TW in the National Ignition Facility 

(NIF) [Murray9S]. 
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High power and, therefore, high intensity and electric field is one the most 

desirable laser parameters. Unfortunately, i t  usually comes with a high cost. For example 

NIF is a one of a kind, billion dollar facility larger than a football field. Regular pulsed 

laser systems can typically generate several GW of peak power in  a pulse few 

nanoseconds long. One could try to achieve higher peak power by extracting laser 

amplifier energy in a shorter pulse, however it  becomes progressively more difficult 

when the pulse length decreases to the picosecond or femtosecond regime. In order to 

have efficient extraction of stored energy, pulse fluence (light energy density per unit of 

transverse area) has to be on the order of the so called saturation fluence that, for a short 

pulse, would correspond to significant laser intensity. Since the refractive index of the 

medium usually has a term proportional to the light intensity I :  n=n,+nJ, amplification of 

high power laser pulses creates nonlinear phase retardation that results in wave-front 

distortion and eventual catastrophic collapse in material damaging light filaments 

[Shen75,Marburger75 ,ShenS4]. 

This limitation was circumvented with the development of Chirped Pulse 

Amplification (CPA) first demonstrated by Strickland and Mourou i n  19S5 

[StricklandS5]. The technique is based on an idea borrowed from radar technology. If a 

short pulse is transmitted though a dispersive medium, different spectral components 

travel at different speed, thus stretching the pulse. Simultaneously the pulse becomes 

chirped - light frequency (color) changes along the pulse. After stretching, the laser pulse 
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has low intensity and long length that permit safe and efficient amplification to a high 

energy. Sending the pulse through a medium with the opposite sign of dispersion 

recompresses it to its initial, short length. To make this work in optical spectrum, 

Strickland and Mourou used a single mode optical fiber to generate positive dispersive 

delay and a double diffraction grating compressor, proposed by Treacy [Treacy69] (see 

Figure 1.1), to create negative dispersion. Later, it was shown [Martinez87,Maine88] that 

a pair of gratings could also be used as a stretcher. This allows a very good match of 

positive and negative dispersions, thus the stretching-compression ratio can reach 10' or 

higher without creation of temporal distortion. As a result, it is possible to generate 

femtosecond pulses with T W  power from a tabletop system [Perry94,Backus98, 

Mourou981. Larger lasers can be operated in a petawatt or higher regime [Perry99, 

PenningtonOO] . 

The short pulse generator (oscillator) and broadband lasing material, in particular, 

determine the light wavelength and pulse length of a CPA system. A modern CPA laser is 

typically based on a solid-state lasing material. There is a variety of such materials 

suitable for short pulse generation, however one of the most widely used is Ti:sapphire 

[Spence91], with tuning band from 660nm to I100nm. Other available materials are 

N d : g 1 ass ( 1 .O 4 3 pm - 1 .0 6 3 y m ) [ S trick I and 8 5 ,Main e 8 8 1 or C r : L i S A F ( 7 5 0 n m - 9 5 0 n m ) 

[Ditmire96]. Oscillators based on Ti:sapphirc are typically operated at SOOnni wavelength 



4 

and can generate pulses as short as 1Ofs. Since it  is often advantageous to have high 

repetition rate systems, Ti:sapphire laser can be operated at a kilohertz rate with 

Figure 1.1: Double grating compressor of Treacy [Treacy69]. Since reflection angle of a 

honzero diffraction order is a function of light wavelength, arrangement of two grztings 

shown on the picture creates different paths for different spectral harmonics of the laser 

pulse. Red, longer wavelength component has to travel larger distance than blue, shorter 

wavelength component, effectively creating system with negative dispersion. 

an average power of several watts [Backus97 ,Nabekawa98 ,BagnoudOO] (pulse 

energy is several millijoules). Such lasers can generate pulses as short as tens of 

femtoseconds (optical cycle length at 8OOnm wavelength is 2.7fs), which is extremely 

short when compared to the previous systems that generated nanosecond pulses. Thus it 

is quite common to refer to them as to ultrashort or ultrafast lasers. 

1.2 Interaction of ultrashort powerful light pulses with materials 

The combination of high power and short pulse length puts the interaction of 

ultrashort laser light with materials into a unique physical regime. The main distinction 

comes from the changes in the way laser energy is absorbed. Details of energy deposition 
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are material specific; however, since deposition is mostly driven by the properties of 

electrons, all materials can be roughly divided in two groups: metals and dielectrics. 

A fundamental feature of metals is the presence of significant number of electrons 

that behave like free particles. These electrons are predominantly responsible for thermal, 

electrical and often optical properties of a metal. Their collective response to a laser light 

will be similar to that of a cold plasma [Kittel96], where a transverse electromagnetic 

wave can propagate only if the light frequency w, = 2nc/A is larger the than plasma 

frequen’cy [Spitzer62] w,, = j4nner2/rne,  where c is the speed of light, A is the light 

wavelength, 12, is the electron density, e is the electron charge, and M, is the electron mass 

(cgs units are adopted). This requirement is equivalent to the condition that the laser 

beam can propagate only if the electron density is below the so called critical density 

n,,-10”cm”/A2, where h is in microns. For lasers in the ultraviolet, visible or near 

infrared ranges this formula gives nCr- I t10. I O ” C ~ - ~ .  Since the typical “free“ electron 

density in a metal is on the order of 10’3cm-3 [Kittel96], the dielectric constant 

E - 1 - nc/nc, is negative. Therefore, a significant portion of the incident energy will be 

reflected and the rest is absorbed in  a thin surface layer (skin depth) with thickness on the 

order of lOnm [Palik98]. 

Laser beams produced by a typical short, nanosecond system can have energy on 

the order of a joule [SpectraO2]. Focusing such a pulse in  a spot hundreds of microns in 
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size results in a fluence of IOkJicm’ or  higher. For this large fluence, material 

evaporation begins well before the pulse peak. Hot vapor expands with velocity on the 

order of the thermal velocity v, = d w ,  where T is the vapor temperature, k,, is 

the Boltzmann constant, A is the atomic number and inp is the proton mass. For a material 

like aluminum, temperature of few thousand degrees translates into velocities of several 

km/s. After one nanosecond, products of evaporation will transform into a plume several 

microns thick. Critical density simultaneously moves away from the solid material and, 

as a resilt, most of the laser energy is absorbed in the expanding cloud (plasma shielding 

effect). The plume acquires significant energy and momentum and its recoil pressure 

launches a strong shock wave into the material. Thermal diffusion is another mechanism 

of energy transport in the bulk. Thermal wave penetration distance is on the order of the 

diffusion length -,iic.!c [Rykalin78 ,Prokhorov90,Carslaw86], where x is the thermal 

conductivity, C is the heat capacity, and z is the pulse length. For a typical metal the 

thermal diffusivity x/C is 0.1+1 cm2/s [Prokhorov90,Gray63]. Thus a nanosecond pulse 

will heat a surface layer hundreds of nanometers thick - much larger than skin depth of a 

metal. 

This picture changes considerably for ultrashort laser pulses (USLP). Decrease of 

three or four orders of magnitude in the pulse length produces a drastic, qualitative 

transformation of the laser material interaction - in which light energy absorption zone 
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simply does not have enough time for a considerable expansion so most of the interaction 

occurs at solid-like material densities. In fact, expansion, even at a very high velocity of 

10' cmis after exposure by a 100fs pulse, creates a plume only l0nm thick - comparable 

to the skin depth of a metal at normal conditions. Besides straightforward effects of pulse 

shortness there is a new physical mechanism reflecting the uniqueness of USLP. Due to 

the high mobility of electrons, they are the predominant energy absorbers. However 

material movement begins only if the ions are heated too. Simple analysis of two-particle 

collisions shows that the energy exchange time is proportional to the mass ratio 

mc / I I Z !  = nze/Arn, [Landau76,Ginzburg55]. Thus, the electron-ion mass disparity results 

in a relatively slow energy transfer from electrons to ions - the characteristic temperature 

equilibration t ime in a metal is on the order of tens of picoseconds 

[Kaganov57 &1isimov74]. As a result, material expansion begins only after the USLP is 

over. Thermal penetration during equilibration is tens of nanometers, again a number 

comparable to the skin depth of a metal. Since energy deposition is confined in a very 

thin layer, even millijoule energies of typical ultrafast laser systems are enough to heat 

the material up to tens of thousands of degrees or higher (a more convenient unit to 

measure temperature is the energy unit elcctronvolt, l e v =  1.6~10-"erg-+ll600"K). High 

temperature creates significant pressure that initiates fast material expansion. As a result, 

extremely hot ejecta containing most of the laser deposited energy quickly moves away 
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from the bulk. Therefore energy deposition outside of the absorption layer is reduced. It 

is quite common to refer to this process as laser ablation. The term ablation is used in a 

variety of disciplines and usually describes material removal by some means 

[MWebster02]. In this case, it is a laser induced material removal via an energetic, fast 

expanding plume. 

Laser interaction with dielectrics is noticeably different because of the absence of 

"free" electrons. The energy gap between the electron valence and conduction bands can 

be considerably larger than the photon energy (photon energy fiw, = ~ [ ~ v I - I + ~ ~ v  
A [pin] 

for visible or near infrared light; the bandgap energy of, for instance, fused silica (glass) 

is 9eV, sapphire - 8.7eV [Palik98,DeSalvo96]) so ionizing transitions from band to band 

via one photon absorption are prohibited. As a result, dielectrics under normal conditions 

are poor light absorbers and poor conductors. Nonetheless, it is possible to perform 

ablation with long pulses mostly due to the fact that there is always some small number 

of "free" electrons that are contributed by defects, impurities, thermal ionization, etc.. 

Once these electrons acquire enough energy from the laser, they begin to ionize the 

material through collisions with atoms or molecules. This creates more electrons that, in 

turn, participate in the process. Since every electron can go through multiple acts of 

ionization, the whole process is exponential, and it  is called avalanche ionization. 

Dcpending o n  the beam energy, length, and focusing, significant electron density can be 



reached during the pulse. Typically many "generations" of avalanche multiplication are 

required to reach high electron density. At this point direct laser heating (like in metals) 

becomes important and noticeable material modification or ablation is observed. This is 

the so-called laser induced breakdown [Bloembergen74], which is typically described in 

terms of a damage or ablation threshold. 

Since initiation of avalanche ionization relies on "seed" electrons generated by 

random effects (defects, etc.), long pulse ablation is a probabilistic process. The ablation 

threshold is a function of material quality so it is difficult to tell a priori at what fluence 

specific material sample can be ablated. In ultrashort ablation, this problem is avoided 

altogether by employing very high laser intensity of USLP. Initial, seed electrons can be 

created via simultaneous absorption of several photons. The process is called multiphoton 

ionization (MPI) and it is a strong function of laser intensity I [Keldysh65]. The 

ionization rate is proportional to I', where k is the number of photons needed to bridge the 

energy bandgap (for fused silica and 800nm light k=6). Since seed electrons are created 

by MPI, which is a function of bandgap energy - an intrinsic property of the material, the 

interaction becomes deterministic. The strong intensity dependence of the ionization 

allows fine control over spatial details of interaction and produces sharp ablation 

thresholds. 

Absorption of ultrashort pulses by wide-bandgap dielectrics and metals represent 

two extreme cases of the laser material interaction. There is a variety of other energy 
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deposition mechanisms, for example electron transitions from valence to conduction band 

via one photon absorption are especially important in semiconductors (energy bandgap in 

Si is 1.1 l e v ,  in  Ge is 0.66eV [Kittel96]). Details of the absorption are material specific. 

However, there are features that will be present in ultrashort ablation of any material. 

These include light absorption at solid-like densities, production of high temperature 

plumes, small residual energy deposition, uniform and deterministic ablation. 

1.3 Motivation and thesis plan 

The modern ultrashort pulse laser is a compact, tabletop system capable of 

delivering femtosecond, powerful pulses at a high repetition rate. Interaction of USLPs 

with materials has many features that make ultrashort laser systems attractive for a 

variety of applications. The most obvious application is high precision material 

processing (cutting, drilling, microstructuring). Since most of the USLP deposited energy 

is carried away by the thin surface material layer turned into ejecta, it is possible to 

achieve micron or better accuracy of processing with low collateral damage 

[Chichkov96,Nolte97 ,Li1197 ,Perry99a]. Low thermal and mechanical energy deposition 

in the bulk of the material is especially important in biomedical applications 

[Neev96,Loesel96,Loese198]. It is even possible to perform safe cutting of explosives 

[Perry99a]. Material ablation occurs through creation of high temperature plasma, which 

is relatively short lived. This plasma can be used as an intense, short pulse X-ray source 
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[Kieffer93 ,Murnane94]. Spectroscopy of the ablation plume can be used for material 

analysis [MargeticOO,DrogoffO1] and USLP is especially attractive for that, since the 

amount of material removed per pulse is small, thus it  is practically nondestructive. 

Lasers are also used for manufacturing of unique thin films [Miller98,BauerleOO] by 

deposition of atoms and molecules from the ablation plume onto a substrate. Obtaining 

film homogeneity in conventional pulsed laser deposition is difficult because of ejection 

of macroscopic particles, that are created by melting and splashing of the material from 

the ablkion surface. USLP ablation creates a very small amount of melt, thus making it 

attractive for film deposition [Banks99,0koshi00]. 

Understanding physics of interaction is important for advancing scientific 

knowledge in a new regime and to aid application to technology. However, a theoretical, 

quantitative description of ultrashort pulse laser-material interaction and its effects is 

lacking. The physics of the process is involved and complex. Light propagation and 

absorption, material expansion, thermal and radiation transport, ionization, and this is 

only a partial list, must be described self-consistently on greatly changing temporal and 

spatial scales. Analytical solution of this problem is out of reach in all, but the simplest 

cases. Numerical calculations are the only viable option. Another difficulty is that there is 

no simple and agreed upon theoretical prescription on how to solve this problem. A full 

theoretical description is too complex. The purpose of this dissertation is development of 
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simple physical models for numerical simulation of USLP ablation in a significant range 

of laser parameters and their application. 

The primary subject of the modeling is the interaction of pulses from a commonly 

used ultrashort laser system that typically produces pulse lengths in the picosecond and 

subpicosecond range and energies up to tens of millijoules with available power up to a 

terawatt. In this regime, interaction with both cold material and hot plasma is important, 

as opposed to petawatt pulses, which have enough energy in the prepulse to produce 

plasma,’ thus reducing material effects in the interaction of the main pulse. This regime of 

laser-plasma interaction is reviewed elsewhere [Gibbon96]. We are interested in lower 

energy interaction that will be referred to as laser-material interaction. 

This study concentrates on two types of materials. The first group is near free 

electron (NFE) metals - materials like aluminum or copper, where details of the energy 

band structure are not very significant (as opposed to, for instance, iron) and “freely” 

moving electrons define interaction with USLP. The second group is wide bandgap 

dielectrics. Their response to ultrashort pulses is primarily driven by the presence of large 

energy gap (much larger than the photon energy) between conduction and valence bands, 

which makes nonlinear ionization central part of absorption process. 

The next chapter is devoted to modeling of ultrashort pulse absorption by metals. 

The goal is to develop a flexible simulation method that captures the major physical 

phenomena of USLP absorption. As the laser heats up the metal, material transits from a 
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cold solid to a hot, ideal plasma. The material state changes from being determined by the 

potential interaction to a state with properties controlled by the kinetic energy of the 

particles. Fortunately, since many of the simple (NFE) metal properties are dominated by 

the response of electrons that can be regarded as free particles, a uniform approach to the 

problem is possible. Our methodology is based on taking relevant, simple theoretical 

models for these two different states - solid and plasma, and interpolating between them 

in a physically consistent fashion. 

The first section begins with a discussion of thermal properties, where emphasis is 

on the relative contribution of electrons and ions. Unequal temperature dynamics of 

electrons and ions is under consideration next. We show that in USLP interaction it can 

be considerably out of balance. Followins is a review of collision frequency that plays a 

central role in calculations of thermal transport and optical properties. The importance of 

electron-electron collisions is emphasized. Discussion of models for calculation of the 

material dielectric function is next. The significance of interband transitions, even for a 

metal like aluminum, is demonstrated and a simple model to account for them is 

suggested. The physical models discussed are implemented on the basis of one- 

dimensional plasma hydrodynamics code HYADES [Larsen94], which is described 

further in the text. This allows us to have a self-consistent description of USLP 

absorption that includes material expansion and ionization. Code benchmarking with 

available experimental data is presented and i t  shows that this approach works in a 
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significant range of laser parameters. The final part of the chapter is a detailed 

investigation of USLP absorption. Effects of laser fluence, angle of incidence, and pulse 

length are discussed. 

Energy deposition by USLPs is often an intermediary step. For most of the 

applications the interesting part is material behavior and properties long after the pulse is 

over. Due to disparity of temporal scales, this is a very challenging problem. Chapter 3 

describes our efforts to treat it using a combination of the hydrocode and analytical 

methodi. The first section opens the chapter with a comparison of ultrashort and short, 

nanosecond pulse interaction with a metal. The next section is concerned with the energy 

transported by shock waves. Shock wave material melting on compression and expansion 

is discussed. The calculations show that it might be a significant effect since it occurs at a 

shock pressure on the order of a few Mbars - pressure easily reached in USLP ablation. 

Modeling of the shock wave propagation is next. It is shown that evolution of major 

shock parameters is described by a power law dependence on time. Following is a 

discussion of ejecta plume structure. Our goal is to find criteria that, after a few 

nanoseconds of expansion, can give an estimate of the amount of material removed. Such 

criteria, based on the role of the liquid-vapor critical point, is demonstrated and applied in 

a range of calculations. The chapter is concluded by discussion of ejecta expansion 

modeling on a very long (microsecond) time scale. 



IS 

In Chapter 4, the discussion shifts to wide bandgap dielectrics with concentration 

on one specific problem - USLP surface ablation of water (a model of biological tissue) 

and shock wave generation. Characterization of the pressure waves is important for 

biological applications, since they are one of the ways in which tissue can be damaged. 

First, experimental, interferometric study of pressure waves is described. In order to 

explain results of the experiment, a model of material ionization and laser wave 

absorption and propagation is presented. The simulations show that the plasma created in 

the USLP surface ablation of dielectrics, and water in particular, reflects most of the 

pulse energy. However the leading edge of the laser pulse is transmitted into the bulk and 

the transmitted energy increases for longer pulses. Next ablation generated pressure wave 

strength and energy is estimated. We show, experimentally and theoretically, that in a 

near threshold USLP ablation the fraction of laser energy converted into mechanical form 

is small and the generated pressure waves are in the so called weak shock regime. 

Chapter 5 concludes the dissertation, summarizes the results and describes 

possible future directions. 
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Chapter 2 Ultrashort laser pulse interaction with simple metals: 

theory and models employed 

2.1 Introduction 

Electrons, charged particles with a very small mass, dominate the response of a 

medium to an electromagnetic wave if they are free to move around and present in large 

numbers. This is the case for metals and ideal plasma. In the latter situation electrons are 

free by definition: ideal plasma is a gas of charged particles with the kinetic energy much 

larger than the potential energy of the interparticle interaction. This happens when matter 

is either at high temperature or low density (or both). Atoms and molecules in metals are 

much more closely packed and the potential interaction is significant - it causes matter to 

adopt a solid form. Nevertheless, the presence of free electrons is possible because of 

their wave properties. The low temperature, high density regime is described by quantum 

mechanical equations. The solution shows that, for a periodic arrangement of ions, the 

electron quantum states are grouped in material specific energy bands. Within each band 

the electron's energy can change continuously, as if there was no potential interaction. 

However, the electron is a fermion and can not occupy the same quantum state 

simultaneously with another electron. The only way to accommodate all electrons is to 

place them on different energy levels. After filling available phase space, a metal will 



17 

have partially occupied bands, where electrons can change their energy continuously. 

Calculations and experiments show that among metals there is a large group of materials 

that can be classified as nearly free electron (NFE) metals (for example aluminum and 

copper, but not iron, that has a complicated band structure). Electrons in such metals can 

be viewed as free particles in a gas - their kinetic energy is described by a quadratic 

dispersion relationship E - p z  , where p is particle momentum. This feature simplifies the 

description of many physical properties and allows a uniform treatment of NFE metals 

and plasma. In this chapter we present our efforts to model ultrashort laser pulse 

interaction with such metals for a wide range of laser parameters. 

Laser ablation creates an expanding plume, which even on the nanosecond scale 

has a typical thickness much smaller than the transverse dimensions determined by the 

laser spot size. Therefore the problem can be viewed as one-dimensional. Our simulations 

are based on the statistical treatment of the material. Local thermal equilibrium is 

assumed; however, electrons and ionslphonons are treated as two energy-exchanging 

liquids that may have different temperatures. Modeling framework is provided by a one- 

dimensional Lagrangian hydrodynamics code that allows description of material 

expansion and shock propagation. Temperature and density dependent ionization, thermal 

and radiation transport are part of the calculations. Laser energy deposition treatment 

includes wave effects and can be applied to either TE (S) or TM (P) polarized laser 

beams at an arbitrary angle of incidence. A major advantage of this approach is the ability 



to self-consistently model the response of the material to an ultrashort laser pulse (all of 

the significant physics is included and equations are solved simultaneously) on a variety 

of time scales (we track only macroscopic parameters, thus calculations are relatively 

inexpensive). 

The chapter begins with a review and simple modeling of relevant physics with 

the purpose of illustration of key phenomena in the USLP interaction with NFE metals. It 

also serves as a demonstration of the models developed and implemented in the 

hydrocode, which is described next. Code benchmarking on the available experimental 

data of absorption of ultrashort laser pulses is also presented. Results and discussions of 

modeling of USLP absorption with the hydrocode for a variety of laser parameters 

conclude the chapter. 

2.2 Thermodynamics of electrons and ions 

Energy deposition in a metal by a typical USLP raises material temperature in a 

thin, surface layer. The range of achievable peak temperatures and penetration depths 

depends on many parameters. Heat capacity and thermal conductivity are among the most 

significant factors. Let's review available models and data. 

The heat capacity of plasma is quite simple to understand. Since it  is by definition 

a gas with weak interparticle interaction, the plasma internal energy U is the sum of 

kinetic energies of all particles. Energy stored per particle is I k , T :  each particle has 
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three degrees of freedom, with OSkJenergy per degree according to the equipartition 

law ILandau691. Therefore, the heat capacity of plasma Cv = dU/dT/ ,  is 

3 3 
2 2 

C” = c, + c ,  = -k , (nc + n,) = -k,n,(l + Z ) ,  (2.1) 

where 11, is density of ions and Z is average ionization. For a hydrogen plasma (Z=l) at 

the density rz,=10”cm-3, this gives C, = 0.04J/Kcm3. Plasma produced from a metal at 

solid density will have heat capacity C, - (1 + Z )  1.5 J/Kcm3 (typical atomic lattice size 

of a metal is 3A [Gray63], this translates into ion density n , - 7 . 1 0 ” ~ m - ~ ) .  At high 

temperatures, a significant number of electrons can be stripped from an atom of a metal, 

thus electrons dominate heat capacity of plasma in this regime. 

For solid density materials at low temperature these simple arguments are no 

longer valid for description of electrons, since Boltzmann (Maxwellian) statistics can not 

be applied in this range of parameters and Fermi statistics must be used. Electrons are 

particles with fractional spin and can not simultaneously occupy the same quantum state 

with another electron. Therefore even for very small temperature they do not condense in 

low energy levels and can have significant average energy. Temperature in this case has a 

different meaning. In classical statistics, temperature is an average energy possessed by a 

particle. In the quantum case, it describes the energy of random motion and also serves as 

a measure of how many particles can participate in thermal processes (see Figure 2.1). 

According to the Fermi distribution formula 
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(2.3) 

this description is necessary for k,T<<p(O)=&,. In the reverse situation k,T>>p(T), 

Boltzmann statistics serves as a good approximation. 

Figure 2.1: Schematic plot of Fermi distribution function (exp((E - p)/ kBT)  + 1)- 1 

(solid red line - zero temperature, dashed blue line - nonzero temperature) and Boltzmann 

distribution ACXP(-E / k,T) (dashed green line). In case of Fermi distribution particles 

fill up all  of the states with energies up to approximately E,. -T. 

The Fermi energy E, of a metal can be simply estimated if electrons are modeled 

as a degenerate gas, which is a good approximation in the NFE case [Kittel96,Landau69]. 

At zero temperature electron distribution has a trivial form: 1 for E<&, and 0 for E > E , ~ .  The 

number of quantum states in  a volume V available for electrons with momentum between 

y and p+dp is 

4np2dp v 
( 2n71)3 . 

Therefore the total number of electrons occupying states up to p F (  E = p ' / 2 ~ ~ ,  ) is 



where D ( E )  is called the density of states. Performing simple integration, we obtain the 

Fermi energy: 

According to this formula, the Fermi energy in solid metals is approximately 5-10eV (see 

Table 2.1, p.26). This corresponds to a very high temperature of tens of thousands of 

degrees. Thus for a significant range of temperatures, the approximation k,T<<p(O)= E ,  is 

valid. 

Taking the effect of Fermi distribution into account, we can see that heat capacity 

of electrons must be a linear function of temperature because the effective number of 

electrons is rz,k,Ti&F. After calculating the thermal energy U ,  

II E F  

Ut = J F D ( E ) J ’ ( E ) ~ E  - J E D ( E ) ~ E  , 
I1 I) 

the expression for heat capacity is obtained in the k,T<<&, limit 

with t k ,T ,  = E ~ .  Coefficient y has a typical value of 10-‘Ji(crn3K’) (see Table 2.1). Data 

in  the table shows that the degenerate gas model gives results quite close to the 

measurements 
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Thermal response of the ions at low temperature is best described in terms of the 

collective lattice vibrations - elastic waves or phonons (quasiparticles carrying a quantum 

of vibrational energy). The internal energy U, can be calculated as 

a 
(2.5) U ,  = AcoD(w) f ( w ) d U  , { 

where Aw is the phonon energy, D ( w )  is the density of phonon states and f ( w )  is the 

Bose-Einstein distribution function [Landau691 

(2.9 ) 

The density of states is material specific and can be quite complicated, however the 

Debye model [Kittel96 ,Landau69 ,Mott58 ,Ziman60] offers a simple way to estimate the 

lattice heat capacity of a metal. 

The main assumption of the model is linear frequency dependence on 

wavenumber for sound waves of all types (polarizations): 

w = C 3 F C ,  (2.10) 

where c, is the sound speed. The model accounts only for acoustic phonons. General 

formula for number of phonon states with wavevector between k and k+dk [Kittel96] is 

4nk'dk 4nk'dw dk 
(2n)' ( 2 ~ ) ~  d w  
~ - _ _ _ -  - (2.1 1) 

which gives a simple expression for the density of states 

W L  
D ( 0 )  = - 

2 n y  . 
(2.12) 
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Since the lattice is a discrete system, there is a lower limit for a phonon 

wavelength supported by the material. This sets a frequency cut off, called the Debye 

frequency 0,. Coupling this with the fact that a finite collection of atoms can support 

only a finite number of phonon modes n I ,  we can write an equation for the Debye 

frequency: 

(2.13) 

w, = cs(6n%2,)”3 

With these assumptions the thermal energy for all polarizations (two transverse and one 

longitudinal) is given by 

The number of excited phonons carrying this energy is 

t’’” w 2  dco 
n p h  = - ’[ 2n’ci exp(hw / k,T)  - 1 

The heat capacity is the derivative of the energy integral 

“’I’ 3(hw)’ w 2  exp(Aw/k,T)cfw 
,, k,T2 2n’c; (exp(hw / kuT)  - 1)‘ 

c,, = J--- 

This expression can be simplified to 

(2.14) 

(2.15) 

(2.16) 

(2.17) 

with s=o/wD and a is dimensionless parameter k,T/hw,  = T I O , ,  where 0, is called the 
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Debye temperature. In the two extreme cases of large and small a, the integral can be 

simplified and easily calculated [Kittel96]. For high temperatures, T >> e,, the heat 

capacity approaches 31i,k, - the classical value of the heat capacity for n, oscillators. In 

the opposite case, C ,  approaches zero proportionally to T 3 .  In order to understand which 

case is relevant to our problem, we need to calculate Debye temperature 6,. Using 

formula (2.13) with typical sound speed cS-4.10’cm/s and ion density n , -7 . lO”~m-~ we 

obtain 

(2.18) 

Data in Table 2.1 show that this number is close to actual material parameters. 

Figure 2.2 presents the phonon heat capacity calculated for all values of cy . Since 

room temperature is approximately 300K-6,, we see that for our problem the phonon 

heat capacity can be safely assumed to be equal to the classical value 3n,k,. Because the 

ion density is practically the same for many metals this number is approximately equal to 

3J/(cm3K). 

Combining expressions for electron and phonon heat capacities we get 

n’ T J J (2.19) T+3- cm3K’ ’ 
C, = CVe + C,, = -Zn,k,j - + 3n,k, = lo4  ~ 

3 T,. cm3K’ 

For temperatures up to thousands of degrees, the heat capacity of a metal is dominated by 

the lattice(ions) - opposite to the ideal plasma case. 
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0 0.5 1 1.5 2 

Figure 2.2: Phonon heat capacity as a function of  temperature according to the Debye 

model. High temperature limit  is 3n,k,. 

Using the above results we can make a simple estimate of temperatures that can 

be reached in USLP absorption. Assuming that the laser pulse has fluence F (energy per 

unit area) and a fraction A of this energy is absorbed in a layer with thickness 1, the peak 

temperature is 

AF 
T =-. 
” IC” 

(2.20) 

Using absorption of 10% in a layer 20nm thick and heat capacity of 3J/(cm3K), we arrive 

at 

q,[K]- 2.105F[J/cni2], T,,[eV]- 2F[J/cmZ]. (2.21) 

According to this estimate, material damage (heating to a few thousand degrees - 

material melting and boiling) wi l l  appear for a fluence of tens of millijoules per square 



centimeter. Moderate fluences of several joules per square centimeter will produce hot 

Density p, g/cm3 

Thermal conductivity x, WicmK 

plasma with temperature of several electronvolts 

2.7 8.93 19.3 

2.38 4 .O 3.1 1 

I METAL I AI I Cu 1 Au I 

Electron density / I ,  , ~ 1 0 ' ~  c n ~ . ~  

I Atomic number A I 27 I 63.5 I 197 1 

1.8 0.545 0.59 

Calculated y ,  x Ji(cm3KKZ) I 0.912 

Measured y ,  x10' J/(cm'K') 1.35 

Calculated L I ~  = ,x 10' cmis 2.02 

0.71 0.63 

0.98 0.71 

1.57 1.39 

1 Calculated Fermi energy E ~ . ,  eV 1 11.63 I 7.0 I 5.51 1 

Debye temperature e,, K 

Longitudinal sound speed c,, x105 cmis 

I Calculated T,.=2~,/3k,, xl0" K 1 9.0 I 5.4 I 4.26 I 

428 343 165 

6.4 5 .O 3.24 

Heat capacity C, = C,, J/(cm3K) 

Calculated CV=3n,k,. J/(cm'K) 

I LATTICE PROPERTIES I 

2.45 3.46 2.5 1 

2.5 3.5 2.44 

I Ion density n, ,  x1oz2 cm.' I 6 I 8.45 I 5.9 I 

Table 2.1: Experimental [Kittel96,Gray63] and calculated electronic and lattice 

properties of several NFE metals. Electronic properties are calculated with degenerate gas 

model and lattice properties are calculated using Debye model [Kittel96]. All data is at 

room temperature 

The simple formula (2.21) gives us an upper limit. In reality, the peak temperature 

may be lower and one of the main processes responsible for this is thermal diffusion that 
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transports absorbed energy away from the surface into the bulk of the material. kIetals, 

especially NFE metals, are very good conductors. The same is true for plasmas. 

To see what particles are responsible for thermal conduction and how significant 

this effect might be, let's consider a simple kinetic theory [Kittel96]. Suppose we have a 

temperature gradient. There is a constant movement of particles along the gradient in  

each direction. The net particle flow must be zero because of mass conservation. 

However particles moving from the region with higher temperature carry more energy, 

which is then transferred to colder particles in collisions. As a result, there is a net flow of 

energy along the temperature gradient. This flow can be estimated as 

j = -nucdT, (2.22) 

where n is particle density, r is heat capacity per particle, u is average particle velocity 

and 6T is a temperature difference on one mean free path length A. Rewriting this 

temperature difference as 67' = AVT, energy flow becomes 

j = -nuchVT. (2.23) 

From this expression we can see that thermal conduction coefficient x - cnuh . Formal 

kinetic theory gives qualitatively the same answer [LifshitzS I ]  

1 1 ,  
3 3 

x = - Cllh = - cu-z, 

where C is heat capacity and ~ = A / L L  is collision time. 

(2.23) 

In  the case of plasma, we can expect heat capacity and collision time have similar 
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magnitude for ions and electrons, since these parameters are essentially determined by 

similar particle densities and temperatures. The most significant factor is particle velocity 

u=3'kUT/2m. Since atomic number A is ten or higher, a typical metal ion is at least ten 

thousand times heavier than the electron 

rn? me 5 . 4 . 1 0 ~  
m, Am,, A 

- - (2.25) 

As a result, the velocity of electrons is much larger and thermal transport in plasma is 

completely dominated by electrons 

Formula (2.24) is also valid for degenerate electrons and phonons [Ziman60]. 

According to equation (2.19), the heat capacity of electrons at moderate temperature is 

one-two orders of magnitude smaller than the heat capacity of phonons. However, the 

average velocity of electrons I I , :  = $ 2 ~ ~ .  / m e  1.5 .lO'cm/s is about two-three orders of 

magnitude larger than the phonon velocity - sound speed c,-4~lO5crn/s (see Table 2.1). 

Ziman [Ziman60] estimates that the mean free path of electrons in a metal is larger than 

the mean free path of a phonon by a factor as large as ten. Thus, electrons also dominate 

thermal diffusion in metals 

If heat capacity and thermal conductivity coefficients are known, we can estimate 

the penetration depth of the thermal wave generated by laser absorption and propagating 

into the bulk of the material. Since metals absorb 1aser.energy in a very thin surface layer, 

this problem is similar to the problem of a point source. According to the dimensional 
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considerations [Sedov93], the temperature depends on distance as T ( x / x * ) ,  where x' is a 

characteristic length that must be constructed from available parameters - heat capacity, 

conductivity coefficient, time and deposited energy. The only way to do this is to set it to 

x'; = , 
C 

( 2  26) 

where t' is propagation time. Parameter x* is called the thermal diffusion length. For 

metals heat capacity is C-3J/(cm3K) (dominated by phonons) and thermal conductivity is 

~,-3W/(cmK) (dominated by electrons). If the pulse length is below Ips, this distance is 

within lOnm - comparable to the skin depth of the material. Therefore, for the case when 

electron and phonon temperatures are equal, thermal diffusion is not a significant factor. 

In the next part of this chapter we consider the validity of this approximation and 

present modeling of dynamics of electron and phonon temperatures. 

2.3 Two temperature model of laser energy absorption 

Laser energy is deposited in electrons; however the previous discussions assumed 

that electrons and ionsiphonons are in thermal equilibrium. For this assumption to be 

valid, the temperature equilibration time must be much smaller than the characteristic 

time of the laser material interaction. Energy exchange between particles occurs through 

collisions, thus the equilibration rate depends on collision frequency Y (collision time 

z=llv) and fraction of energy 6 transferred in each collision. Modeling of the collision 
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frequency will be discussed in the next section. However, we can understand the process 

of equilibration without going into details of calculation of v. 

In order to do that, lets review a simple form of energy exchange act: a fast 

moving particle (electron) collides with a particle at rest (ion) or excites a quasiparticle 

(phonon). 

p2 = o  
0 - b  

Figure 2 3 :  Schematic diagram of particle 1 (momentum p , )  colliding with particle 2 

(momentum p2=O). 

Energy and momentum conservation laws dictate that 

E, = El + E; 

PI = Pi + P; ’ 

where E,(p)  and E,(p) are energy dispersion laws for the incident and resting particles 

respectively. We need to estimate the fraction of the energy transferred from particle 1 to 

particle 2 after the collision 

Particles of interest have energy monotonically increasing as a function of momentum 

magnitude. In other words, the larger the momentum modulus I p I ,  the larger the energy. 
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Zero momentum means zero energy. Therefore we can say that out of all possible 

scenarios for the collision the largest momentum particle 2 can acquire is 2 I p I  I .  Indeed, 

according to the conservation equation, the final energy E,' of particle 1 is less than or 

equal to its initial energy, thus the magnitude of the final momentum I p {  I is less than or 

equal to I pI I .  Subtraction of the two momentum vectors always produces a vector with 

magnitude less or equal to the sum of moduli of the two original vectors 

As a result the fraction of energy transferred is 

(2.27) 

In case of electron-ion collisions, the energy dispersion is y2/21n, for electrons and 

p2/2m, for ions. The maximum energy transfer is then 

(2.28) 

In case of electron-phonon collisions, the energy dispersion is y2/2tn, for electrons 

and pc,  for phonons. Maximum energy transfer is then 

C 

11 
6 =4-  (2.29) 

According to both of these formulas, the fraction of the energy transferred from 

an electron to an atom i n  a plasma or a solid is 10-3-10-5 (see formula (2.25) and Table 2.1 

for needed data). At the same time, for collisions of similar particles we have S,"-I. 
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Therefore, equilibrium between identical particles is reached much faster than between 

particles of different types. 

If we estimate the electron collision time in a solid as the time it  takes for 

electrons to travel from one atom to another 

and take 6,, to be temperature equilibration time between phonons and electrons 

becomes equal to lops. Since the collision time estimate gives us the smallest possible 

number, we can certainly say that during USLP absorption electrons and phonons/ions 

are not in the equilibrium. 

The collision time in plasmas can be much larger than in the estimate above, thus 

the non-equilibrium state between ions and electrons may exist for a long time 

[Spitzer62]. In the case of solids, the possibility of non-equilibrium conditions first 

attracted attention in connection with electron emission from metals under the action of 

powerful electric currents or laser pulses[Ginsburg55 ,Anisimov74]. Thermal transport in 

both plasmas and solids can be described by a two temperature model - temperature of 

electrons and ionsiphonom is modeled by a system of regular thermal diffusion equations 

for each particle type with an energy exchange term added [Spitzer62Anisimov74] 

(2.30) 
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where V x  V T  describes the effect of thermal diffusion, G(T,,TJ is the energy exchange 

term and S(r , t )  represents other sources and sinks like laser energy absorption or shock 

wave heating. The energy exchange term can be rewritten in a clearer form. Because of 

energy conservation, we have G,(T,,T,)=-G,(T,,T,). When electrons and ions are in 

equilibrium, this function must be zero. To illustrate this it can be rewritten as 

G,(T?T , )  = g(T,T,)(T, - T, ) .  (2.31) 

When electron and ion temperatures are equal, the energy exchange term vanishes by 

definition and the two equations can be replaced by one with heat capacity and 

conductivity coefficients equal to the sum of the respective electron and ioniphonon 

parts. 

Intuitively, it is clear that the function g(T,,T,) depends on the collision frequency 

v and the fraction of energy transferred 6 - the higher Y and 6 are, the larger the energy 

exchange rate is. The exact relationship between these parameters is material and 

temperature specific. However in the case of a low temperature solid metal, the function 

g(T.,T,) is known to be simply a constant [Kaganov57] 

(2.32) 

where U is a n  electron-lattice interaction constant. Parameter g is inversely proportional 

to the material density. Since ion density n, is similar for all metals, i t  effectively means 
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that energy exchange is slower for heavier ions - consistent with our previous 

conclusions. 

Based on this fact, a very simple two temperature model was suggested for 

description of ultrashort laser interaction with metals [Anisimov74,Anisimov97] 

(2.33) 

Since heat is carried mostly by electrons, the thermal diffusion term for the lattice is 

omitted. The typical laser spot is much larger than the heat penetration depth, therefore 

the equations are one dimensional. The constant g can be measured experimentally. 

Function S(z,t) describes laser energy deposition. 

If energy exchange is slower than energy deposition and thermal transport, the 

system of equations (2.33) can be considered decoupled. This has an important effect on 

the heat wave propagation. If one calculates the diffusion length according to (2.26), it 

must be done using the heat capacity of electrons! Since it is two orders of magnitude 

smaller than the heat capacity of the lattice, thermal wave will propagate lOOnm after 

Ips, much larger than our original estimate of lOnm for the case of equal temperatures. 

The actual result, of course, lies somewhere between these two extreme estimates. Our 

analysis shows that thermal transport can be neglccted only for very short pulses. 
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In order to see how significant the difference between electron and lattice 

temperatures can be, we solve the system of equations (2.33) after some simplifications. 

The only term that explicitly makes it a system of partial differential equations is electron 

thermal transport. If we consider a very short lOOfs pulse, the maximum diffusion length 

is approximately 30nni. Since this is an upper estimate and this number is not much 

larger than an optical energy deposition depth of lOnm, we can model the temperature 

response to a rectangular laser pulse lOOfs long assuming that energy is absorbed 

uniformly in a thin surface layer. Thus the thermal transport term is not needed and we 

obtain a system of ordinary differential equations 

(2.34) 

where A is absorptivity of the metal for given laser parameters, I is the laser intensity and 

1 is the energy deposition depth that we set to 20nm. Once heat capacities are defined, the 

system can be easily solved numerically in Mathematica [Wolfram99]. 

Heat capacities of the NFE metal can be approximated as 

3 

3 
C,(T, < T,,) = 3N,k,; C,(T, > T,,) = yN,k,( l+ T,,/T> 

where T,, is the melting temperature. The formulas are simple interpolations between the 

differcnt temperature regimes discussed in the previous section. 
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Calculations were performed for 80Onm laser light for aluminum and copper. 

Absorptivity is set to 0.13(A1) and 0.037(Cu) - absorption of 800nm laser light at normal 

incidence [Palik98], the energy exchange coefficient is set to 2.1O"W/(cm3K) for 

aluminum [EidmannOO] and to 10"W/(cm3K) for copper [Elsayed-Ali87]. The melting 

temperature is 930K for aluminum and 1790K for copper - isochoric melting happens at 

a slightly higher temperatures than isobaric melting[Steinberg9 I ] .  All other needed 

parameters can be found in Table 2.1. 

Figure 2.4 shows the calculated temporal evolution of electron and lattice 

temperatures for a IO"W/cni' laser pulse. 
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Figure 2.4: Temporal evolution of the electron (red lines, left axis) and lattice (blue lines, 

right axis) temperature of aluminum (solid lines) and copper (dashed lines) absorbing 

800nm laser light with intensity 10'2W/crn2. Calculations are done according to the 

system of equations (2.34). 

We can immediately see the significant disparity between these two temperatures. The 
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electron heat capacity of a cold metal is linearly proportional to temperature and has a 

small value. As result, temperature grows initially very fast, as the square root of time, 

and almost instantaneously jumps to thousands degrees. The electron temperature in 

aluminum increases faster, mostly because of the higher laser absorption, and by the end 

of the pulse almost reaches l e v .  At the same time, the lattice remains practically cold. 

Even for aluminum with its hotter electrons and higher energy exchange rate, the ion 

temperature increase at the pulse end is less than a hundred degrees. 

Figure 2.5 presents temperatures at the pulse end as a function of laser intensity. 
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Figure 2.5: Electron and lattice temperature of aluminum (solid lines) and copper 

(dashed lines) at the end of rectangular l00fs 800nm laser pulse as a function of light 

intensity. Calculations are done according to the system of equations (2.34). 

The graphs shows a similar picture: there are orders of magnitude difference between 

electron and phonon temperatures. If electrons and ions were in equilibrium, a laser pulse 
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with intensity 10’JW/cm’ would have enough energy (pulse fluence= IOJicm’) to turn the 

surface layer into hot plasma. However the energy exchange rate is not fast enough to do 

it during the pulse and at the end the lattice temperature is barely above the melting 

tcrnperature. 

This modeling represents an extreme case, which is applicable only to a relatively 

low temperature. If temperature is very high (many eV) material begins to transform into 

plasma, where the function g is no loner a constant. Also it is more common to work with 

Gaussinn pulses, therefore there is more time for lattice heating and energy diffusion. 

Nonetheless, it demonstrates that during laser absorption electrons are significantly out of 

equilibrium with the lattice, which may be melted only after the pulse is over. Typical 

lattice heating time can be estimated as C ,  / g . This gives 12ps for aluminum and 35ps 

for copper. Higher density materials like. gold have even slower energy exchange rates 

and need an even larger time. Since material ablation requires removal of ions, there can 

be a significant delay between pulse absorption and actual ablation, when hot particles 

leave en masse. However true electron-ion equilibration time is difficult to calculate. 

Lattice heating time gives an upper estimate. If electron temperature is noticeably smaller 

than the Fermi temperature, this time is really defined by the electron heat capacity: 

zcc, = C,/g and has a value on the order of hundreds of femtoseconds. The process is 

further complicated by the continuing electron thermal transport of the laser energy away 
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from the surface to the bulk of the material. Therefore numerical simulations based on 

non-equilibrium treatment of electrons and ions must be a preferred way to model 

ultrashort laser-material interaction. 

2.4 Collision frequency 

The subject of collisions was brought up several times in our discussions of 

thermal properties. Since energy and momentum exchange between particles happens 

through collisions, they play an important role in  the dynamics of equilibration. For 

instance, a high rate of collisions is an indication of fast approach to local thermal 

equilibrium. On the other hand, faster thermal transport would require a decrease in 

collision frequency. This section is devoted to a review of this important phenomena. 

Full treatment of collisions is based on solution of kinetic equations together with 

a proper description of the physics of particle interaction ILifshitz8 I ] .  However 

qualitative results can be obtained using a simple expression for the collision time z. 

Assume we have a gas of hard particles moving with average speed 11 .  When a particle 

travels distance A between collisions, it covers a volume ah, where a is the particle cross- 

sectional area. There is only one particle in  this volume, therefore naA=l and the 

expression for collision time immediately follows 

(2.35) 

In a more general situation, the parameter CT is an effective collision cross-section that 
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depends on details of interparticle interaction and is a function of material properties. 

For some cases, for example a monatomic gas, the collision cross-section is 

indeed a constant, and the trivial application of (2.35) to calculation of, for instance, the 

thermal conductivity coefficient (see (2.24)) gives us 

1 1 1 
3 2 n o  

x = -Crib = - k p -  - i i  - 8 

Energy diffusion in an ideal gas is only a function of temperature, but not density or 

pressure. 

Treatment of plasmas is more complicated, since charged particles interact 

through long-range Coulomb forces and can affect each other at any distance. Therefore 

there is no clearly defined collision. However, an effective cross-section CJ can be 

introduced if we assume that a collision is an event in the which particle, in the process of 

interaction, significantly changes its direction. This happens if the change of momentum 

811 induced by the interaction force F is comparable to the initial particle momentum 

p = m r .  The typical interaction time t* can be estimated as blu, where b is the distance of 

the closest approach if there were no potential interaction. Combining everything together 

we get 

(2.36) 

where the force was estimated as Z,Z2ezlb2 and eZ,,eZ, are particle charges. In this 

approach, the collision cross-section CJ is nb’, therefore the collision time is 
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~ 1 ’  LL - A T 1 ‘ ’  (7.37) 
z -  

n(Z,Z2)’eS ~(z,z,)’ . 

This is a somewhat counterintuitive result - collisions become less frequent when the 

temperature goes up and the particle velocity increases. The dominant term in this case is 

the collision cross-section, which decreases with temperature as T - 2 ,  thus the reduction in 

collision frequency. 

We should notice that formula (2.36) is the only way to obtain a parameter with 

the dimension of distance from the available variables, therefore one may expect to get a 

similar expression for collision time from kinetic theory. Indeed, the electron-ion 

collision time in a plasma is described by [Spitzer62,Lifshitz8 1 ,Artsimovich93] 

where Z is an average ionization level of an ion and Ln(A) is the so-called Coulomb 

logarithm, which is a slowly varying function of temperature and density. It describes 

modification of the potential interaction, for example due to the collective effects, and 

has a typical value of 10-20 [Spitzer62]. 

The same theory gives expressions for electron-electron and ion-ion collision 

times. Because they involve the same type of interaction, the formulas are qualitatively 

similar and differ only in magnitude. Due to the differences in  mass, charge and density 

the following relationship holds between these parameters [Trubnikov65] 
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(2.39) 

Since i n  a typical metal, plasma ions are much heavier and multiply ionized (but not 

completely), the electron-ion collision time is the smallest. Thus, it dominates the total 

collision frequency v = C v i  = IT , : '  

In plasma, electrons collide with ions even when the ions are at rest. This is not 

true for low temperature crystalline solids. From the quantum mechanical description it is 

known that electrons propagate through an ideal lattice (ions are fixed at an equally 

spaced locations) without experiencing collisions. The collisions come from interaction 

with lattice irregularities, for example point defects. In NFE metals, in the temperature 

regime we are interested in, the imperfections mostly come from thermal excitation of the 

lattice - phonons. Full treatment of the subject is quite complicated [Ziman60, 

Abrikosov721, however it is easy to understand where the major contribution comes 

from. According to (2.35) there are three important factors - collision cross-section, 

particle velocity and number of scattering particles. Since only electrons near the Fermi 

energy can scatter, particle velocity is practically a constant ~ 1 ~ .  On the other hand, the 

number of phonons varies. For lattice temperatures T,>O, the heat capacity of the phonon 

gas is constant, thus the total energy is a linear function of temperature. Since, in this 

regime each phonon carries fixed a amount of energy c - k,]O,, the total number of 

phonons must be proportional to the lattice temperature. Indeed, expansion of the integral 
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(2.15) proves that 

The cross-section 0 describes details of the phonon-electron interaction and can be 

considered a constant [Ziman60,Abrikosov72]. As a result, the collision time is 

proportional to the inverse ion temperature 

(2.40) 

Similar behavior is observed for melted metals [Mott58], so the formula (2.40) 

can still be used to describe effect of melting, however the constant to must be replaced 

by a different constant q),,,, which is approximately two times smaller for metals like 

aluminum or copper [Mott58]. The exact value of these constants can be determined, for 

example, from our knowledge of the heat conductivity coefficient. For good conductors 

the collision time at room temperature is on the order of lO.l4s. 

Electron-electron collisions in a solid can be reviewed in a similar approach. 

Since particle velocity is a constant u F ,  the collision cross-section is fixed and 

temperature dependence can appear only in the number of scattering particles. Pauli 

exclusion principle dictates that only a small fraction of electrons n,k,TJ&, can participate 

in the collisions. Because both electrons come from this group, there is another factor 

k,T,.l&, . Therefore, the electron-electron collision time in solids is inversely proportional 

to temperature squared. Abrikosov [Abrikosov72] suggests the following estimate for the 



electron-electron collision time 

(2.41) 

0.1 I 10 100 1000 
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Figure 2.6: Different collision times in solid density aluminum as a function of material 

temperature. 

According to this formula tee is 1O-"s at room temperature. When electrons and the lattice 

are in equilibrium, electron-phonon collisions are dominant. 

In case of intermediary temperatures when neither of the above models is truly 

valid, calculation of collision time is especially difficult. This is the regime of nonideal 

strongly coupled plasma, when kinetic and potential energy have similar values and 

simple models do not work. The collision time can be estimated to be no less than the 

time it take electron to travel from one atom to another 
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(3.42) 

For small temperatures, the particle velocity L I  is equal to Fermi velocity ul;,  at high 

temperatures it is equal to thermal velocity. 

Figure 2.6 presents calculated collision times for solid density aluminum. The 

general behavior should be similar for all NFE metals - collision time get smaller with 

temperature increase, at around Fermi temperature it reaches a minimum on the order of 

lo-'% and then begins to grow. At low temperatures, electron-phonon collisions 

completely dominate electron-electron collisions, however the latter depends on electron 

temperature, thus in case of strong equilibrium it can be important. 

The subject of collisions plays a central role in  the discussion of optical properties 

in the next section. 

2.5 Optical properties of metals and light absorption 

Interaction of laser light with matter is a very rich topic. Our primary goal is to 

model light absorption as a function of laser parameters and material state. 

Electromagnetic wave propagation is described by Maxwell's equations, where material 

reaction is expressed by permittivity E and conductivity (T (which are typically combined 

in one complex dielectric function E ) .  To simulate USLP absorption we need a simple, 

usable model of dielectric function that captures the most significant aspects of 
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absorption and reflection. 

In  NFE metals or plasmas response to a high frequency electromagnetic wave is 

driven by the behavior of electrons. If we can find expression for electric current 7 as a 

function of wave field E ,  the formula for dielectric constant E follows from the field 

equation 

Writing electron current 7 as oE, for periodically oscillating field @e'iD" we obtain 

formula for dielectric function 

. 4 n  
& ( W )  = 1 + 2-o(w) 

co 
(2.43) 

Electric current can be approximated as 7 = eiieu = ene dzldt ,  thus conductivity o can be 

found through relationship between electron trajectory X and field E ,  

For free electrons equation of motion is 

d2X - 
dt 

ine,-=eE+ F f' (2.44) 

where Ff is friction force that slows down the electron. The friction appears because of 

the collisions. Using collision frequency Y, we can estimate this force as 

For laser field &"'*, solution of the equation (2.44) is 
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(2.45) 

Therefore conductivity o is 

iizc,e2 o 
ni, iwv+w' 

O=- 

and dielectric function describing response of free electrons becomes 

(2.46) 

(2.47) 

This formula is often called the Drude dielectric function. Two parameters were 

introduced in this expression - the plasma frequency ot = 4mee2/m, and critical density 

n(r  = i7icw2/4ne2. In the extreme situation of a collisionless plasma, when electrons do 

not interact with each other (v<<w) 

Laser light can not propagate if its frequency is smaller than the plasma frequency or,  

equivalent ly ,  the electron density is larger than the cri t ical  density 

nLr = 1.1 . lO"~m-~IA' [~ im] .  For one micron light and a cold NFE metal, the collision 

frequency is on the order of 1O"Hz (much smaller than o-2.10'sHz) and the electron 

density is on the order of l O " ~ n i - ~  (much larger than the critical density n,,-1O"cm '). 

Thiis, the dielectric constant is a large negative number on the order of -100. The light 

can not propagate in such a medium and most of it will be reflected from the boundary. A 



small fraction of the energy is absorbed in a skin layer with thickness [Jackson981 

1 =  A (2.45) 
4n I ~ [ & I ’  

Using numbers presented above, we find a skin depth on the order of IOnm. 

The laser energy deposition rate is proportional to imaginary part of dielectric 

constant [Jackson981 

0.l 1 
A = -1m[~]E’ = -&’, 

8x 2 

It is just Joule heating. Therefore, the absorption rate of free electrons is 

(2.49) 

(2.50) 

In the previous section i t  was shown that in NFE metals, the collision frequency v = l / t  

first increases with temperature and than falls in the plasma region. According to (2.50) 

absorption of light from a typical USLP system should follow the same pattern: it is small 

at low temperatures, increases in the intermediary regime, and than diminishes for high 

temperatures. Since material temperature is proportional to the pulse energy, the 

dependence of absorption on laser fluence should follow the same behavior. 

If the laser field interacts with bound electrons, the material response is different. 

Equation (2.44) should be expanded by the addition of a restoring force 

‘Pi ,- (12 e - 
- + Q-X + r- = ~ E ,  
clt’ dt 111, 

(2.5 1) 

where i2 is ;I material specific oscillation frequency and r is a friction coefficient that 
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includes effects of collisions. The conductivity and dielectric function become 

(2.52) 

The optical properties are quite similar to the case of free electrons, except in one 

notable situation. When the laser frequency w is close to resonance ( w  = Q), the 

imaginary part of the dielectric constant is proportional to the inverse of r. This 

parameter includes the effects of oscillator friction r, and collisions: r=r,+ v. Therefore, 

light absorption goes down when the collision frequency increases. Since the material is 

modeled as a system of oscillators with friction, the above is effectively a response of a 

mechanical oscillator. Such a system absorbs energy at a slower rate when friction is 

larger [Landau76]. Response in the spectral domain has a bell-like curve with the peak at 

Q and width r. Increase in l- broadens and lowers the peak 

Both of these models of dielectric function are widely used in a variety of 

situations. The Lorenz model is often applied in calculations of optical properties of gases 

and optical crystals [Siegman86]. The Drude model is successfully used for description 

of the dielectric function of ideal plasma [Ginzburg70] and metals interacting with far 

infrared light [Prokhorov90,Arnold84]. USLP absorption by NFE metals is a more 

complex case. Since the photon energy can be as high as several electron volts, we might 

see effects of interband transitions. when an electron is lifted from one energy band to 
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another, for instance from valence to conduction band, via direct absorption of light 

quanta. It is suggested IEhrenreich661 that effects of interband and intraband transitions 

can be split in two 

4 n  
~ ( w )  = 1 + i--[a( intraband) + a( interband)]. 

10 

The effect of intraband transitions in NFE metal can be modeled with a modified Drude 

formula 

inee2 1 i w f  1 -~ - a ( w )  = ~ 

~ w r i i ~  iwv + w 2  ~ 4 n w  iwv + w 2  ’ 
(2.53) 

where the constant M describes the strength of intraband transitions. This can be 

interpreted as a modification necessary to account for the fact that the effective number of 

electrons ne,J participating in interband transitions is different from the true electron 

density 1 2 , .  Another explanation may be that electron’s effective mass ma is different from 

me. In NFE metals the parameter M typically has a value slightly larger than one. 

On the other hand, calculation of interband contributions is much more complex 

and depends strongly on the band structure of the particular metal [Ashcroft71]. The 

complexity of the models, and, more often, their absence, forces us to look for a simple 

alternative. In the important case of parallel bands (bands that have the same energy 

derivativc d E / d p )  a modified version of the Lorentz model can be applied [Huttner941 

(2.54) 
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The summation is over different transitions with frequencies Qn. Oscillator strengths J l  

describe their relative impact. Values of Q, are found from band structure calculation. the 

other parameters are fitted to give the best possible description of optical properties as a 

function of light frequency W .  The model was applied to calculations of optical properties 

of aluminum [Huttner94] and lead [Huttner95]. 

Since typical USLP systems operate at a few specific wavelengths, we need to 

know behavior of E(W)  only for a few frequencies, whereas temperature behavior is more 

interesting for us. We have used the following formula for the dielectric function 

(2.55) 

The interband contribution is represented by only one transition; however for cases when 

the transitions have either very similar or very different frequencies l2, it is a good 

approximation. For example in the case of aluminum, there are two parallel band 

transitions: at 3.4pm(0.35eV) and at 0 . 8 2 ~ m ( l  SeV) [Smith86]. At room temperature, the 

refractive index for specific wavelength can be found from a handbook [Palik98]. 

Therefore, we have two equations 

where E , , & ,  are handbook values for real and imaginary parts of the dielectric function 
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E(w),  va is the collision frequency at room temperature. Parameter M can be found 

elsewhere, for example, from behavior of electron heat capacity. That leaves us with 

three parameters - transition frequency Q, oscillator strength A and transition width ro. If 

we use r, as a fitting parameter, the rest can be found from the equations (2.56) 

(2.57) 

To demonstrate how this Drude-Lorentz model works, we calculated absorption 

as a function of temperature for 800nm and 400nm light normally incident on an 

aluminum target. Aluminum is one of the few metals that have experimental data 

available for conditions other than room temperature. Figure 2.7 presents this absorption 

data together with room temperatures values for a range of wavelengths from 380nm to 

1000nm. Absorption of cold aluminum changes between five and thirteen percent. The 

peak occurs at 820nm, where parallel band transition takes place and as expected 

absorption curve has a bell-like shape. When the material is heated to 1550K degrees, 

absorption increases moderately for practically all wavelengths except for those in  the 

vicinity of SOOnm, where absorption drops 

In  the calculations, we have to account for the volume change of the heated 

material. At normal conditions (P= 1 bar-l0'Pa) heated aluminum expands at the rate 

[Davis931 
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Figure 2.7: Experimental data of  absorption versus wavelength for light incident 

normally on aluminum target at room temperature (blue line [Palik98]) and at 1550K(red 

circles [Krishnan93a,Krishnan93b]). 

1 dV - 4 1  PIIqlril, =--=1.15.10 K- 
V dT 

Upon melting at T,,,=930K, the volume increases by 8 percent (V' /V,  =1.077). The 

change of volume is used to recalculate electron density. The collision frequency is 

dominated by electron-phonon encounters [Smith86 Davis931 

lv = 1.54v(T), T > T,, 

The parameter M is equal to 1.6 [SmithSG]. The dielectric function at room temperature 

was  ca l cu la t ed  f r o m  re f r ac t ive  index da ta :  n(S0Onm) = 2.8 + i8.45, 
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n(400nm) = 0.49 + i4.86 [Palik98]. Parameter r, was set to lO’‘s-’ for 800nm light 

I 5  - 1  . [Skobel’tsyn73] and 2.10 s tor 400nm wavelength. Our modeling showed that as long 

as the latter number is above 2.lO”s-‘ the results are practically unaffected. 

In order to estimate the importance of interband contributions, the absorption was 

also calculated with the Drude model only (interband part of formula (2.55) was omitted). 

The Drude model is very frequently used to simulate optical properties of a metal with 

collision frequency adjusted to fit handbook value of absorption. Since collision 

frequency must be proportional to temperature, the match was achieved by multiplying 

the expression for v with a numerical factor. This number is 15 for 800nm and 8 for 

400nm. As a result, for each wavelength we have three curves of absorption versus 

temperature: one is calculated using formula (2.551, another using the same formula 

without interband part and the third is Drude model fitted to room temperature 

absorption. Figure 2.8 and Figure 2.9 present results of our modeling, where absorption is 

given by the Fresnel formula for incidence from vacuum (or air) [Jackson981 

Our calculations immediately yield one noticeable result - fitted Drude model 

produces a very significant growth of absorption with temperature. At 1550K it gives 

approximately 50% absorption for both wavelengths - much larger than found in the 

experiment. The Drude model without the fitting of the collision frequency gives a 
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similar relative increase, however the absolute magnitude is more reasonable and at high 

temperature we get 8-9% absorption, slightly below the experimental data. On the other 

hand, at room temperature it produces only 1 %  of absorption when it  is supposed to be 

13% for 800nm and 7.5% for 400nm light. 

Figure 2.8: Absorption of 800nm light incident normally on aluminum target as a 

function of temperature calculated with Fresnel formula. Solid red line is calculation with 

Drude-Lorentz model (Eq. (2.55)),  solid blue line - only Drude model, dashed blue line - 

Drude model with collision frequency fitted to give handbook absorption at room 

temperature. 

The Drude-Lorentz model gives the most realistic answer. At room temperature, the 

result coincides with the experiment by definition. We observe absorption reduction with 

increase of temperature for 800nm light and growth for 400nm light. In both case the 

change is moderate as it is in the experiment. One interesting feature is that the impact of 

interband and intraband transitions changes in  such a way that there is almost no change 
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of absorption on melting for the 800nm wavelength. If optical properties were described 

by the Drude model only, there would always be an increase of absorptivity on melting. 

0.5 
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Figure 2.9: Absorption of 400nm light incident normally on aluminum target as a 

function of temperature calculated with Fresnel formula. Solid red line i s  calculation with 

Drude-Lorentz model (Eq. (2.55)),  solid blue line - only Drude model, dashed blue line - 

Drude model with collision frequency fitted to give handbook absorption at room 

temperature. 

With increased temperature, the contribution of interband transitions becomes less 

significant - an expected result, since thermal excitation of atoms destroys the symmetry 

on which band structure is based 

The Drude-Lorentz model does not always give a good quantitative agreement. In 

some cases, for example absorption of 400nm light by copper, when effects of transitions 

from the d-band are important, the interband contribution is very large and it can not be 

described by the Lorentz model. Complex and extensive numerical calculations based on 
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simulations of electron band structure [StahrenbergO 1 ,Blaha00] are the only reliable 

approach. Unfortunately, the difficulty of this problem makes dynamic calculations of 

ofinterband) as a function of material state unfeasible. However, if one could do such a 

simulation, the answer would have been an interband conductivity o as a function of 

temperature and density. Such a function must tend to zero when kinetic energy of the 

atoms begins to dominate the potential energy of interaction and the band structure 

disappears. This happens when density significantly drops and/or temperature increases. 

The interband part in the Drude-Lorentz formula (2.55) certainly satisfies this 

requirement, thus it can be used as a first order approximation. This method certainly has 

an advantage over using an arbitrary temperature dependent formula, since it depends on 

collision frequency that can include different effects. 

The Drude-Lorentz model gives the permittivity E as a function of material 

density and temperature for a wide range of parameters. Since we are interested in 

interaction with non-magnetic materials, this is all that is needed to solve Maxwell's 

equations and obtain reflectivity and absorption. This is, however, still potentially a very 

difficult task because of the disparity of characteristic scales. One needs to resolve the 

optical period both spatially and temporally. Thus the time step in the numerical 

calculations would have to be less than a femtosecond for a typical USLP. This constraint 

becomes even more severe when we take into account the fact that it is necessary to 
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resolve the absorption skin depth, thus the size of the zone should be lnm or less. Due to 

the Courant type of numerical stability condition [Courant771 this requirement limits the 

numerical time step to values on the order of 10.”~. Since we need to model femtosecond 

and picosecond pulses, direct solution of the Maxwell’s equations becomes unfeasible. 

One has to apply a method that is not so taxing numerically, but includes the effects of 

light reflection due to the sharp gradients of the dielectric function E .  Fortunately, 

because of the same disparity in parameters one can significantly simplify Maxwell’s 

equations. 

Assuming the vector fields are smooth enough, the original system of eight 

equations for electric and magnetic fields can be reduced to the wave equation for the 

electric field 

Since the transverse dimensions of the laser deposition area are much smaller than the 

beam radius, one can assume that incoming and outcoming beams are plane waves (see 

Figure 2.10), that are represented by two linear polarizations: TE(S) and TM(P). A proper 

choice of the system of coordinates reduces equations (2.55) to the scalar wave equation 

for S polarization 

(2.59) 
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The right hand side term of the equation (2.58) is zero, because the gradient of the 

dielectric function E is orthogonal to the electric field in one dimensional planar case. P 

polarization is described by two equations for E: and E,. Since we deal with plane waves, 

the field can depend on coordinates orthogonal to the z axis only as 

f(:,x,y,t) = f(z,r)exp(ik,y) = f(z,t>exp(ik,, sin(e)y), (2.60) 

where k ,  is the vacuum wave number of the laser and 6' is angle of incidence (we consider 

incidence from vacuum). Substitution of this formula into 

Incident wave \ 

Plane Density and 

Figure 2.10: Schematic diagram of laser ablation. System of coordinates is aligned to 

have axis z orthogonal to the material surface and (2.y) plane to be parallel to the plane of 

incidence. Angle 0 is angle between original direction of propagation of the incident 

wave and axis z (beam path is curved when it propagates in the gradient of dielectric 

constant E ) .  Indices 1 and 2 designate TB(S) polarization - electric field is parallel to the 

surface plane, and TM(P) polarization - electric field lies in the plane of incidence. 

the equation (2.59) reduces the number of parameters to two 
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d’E , 1 d2(cE) 
k; sin(@)- E - 1T = 0 ~- 

& ? c- at- 
(2.6 1) 

Optical fields can be split into a fast (carrier) and slow (envelope) time components 

f ( z , t )  = f‘(z,t)exp(-iwt). (2.62) 

The time derivative of the slow component describes effects of pulse propagation, 

however in our case thickness of the absorption zone is so small, that these effects can be 

neglected. Therefore one can omit derivatives of the slow component. Using dispersion 

relationship c k o = ~ w  we arrive to the Helmholtz equation for pulse envelope 

d 2 E  
dz - + k i [ E  - sin(B)’]E = 0 .  (2.63) 

If we use the same approximations, but begin with magnetic field, P polarized 

light also can be described with one equation for the slowly varying component of the 

magnetic field 

(2.64) 

Once the solution is known, the electric field can be found from the magnetic field using 

the relations 

sin(@) i dB 
E ’ ko& dz  

E: = - B, E , = - -  

and the laser power deposition density is calculated as 

(2.65) 

c Im[&] I E l 2  
8?t 

s = k,, (2.66) 
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The Helmholtz equation is an ordinary differential equation and it is much easier 

to solve than Maxwell's equations. This is how laser absorption is calculated in the 

hydrodynamics code described in the next section. 

2.6 

laser-material interaction 

HYADES - hydrodynamics code for self-consistent modeling of USLP 

Unequal temperature dynamics and light absorption are central parts of the 

simulation of the ultrashort laser material interaction. However the calculations can 

become truly versatile if one has an ability to describe changes in material density and 

ionization state that appear because of the laser action. Since these processes are mutually 

dependent, the modeling must be done in a self-consistent fashion, when the whole set of 

relevant equations is solved simultaneously. In this section we present an overview of the 

one-dimensional plasma hydrodynamics code HYADES [Larsen9 1 ,Larsen94,LarsenO 11 

enhanced for USLP modeling. The code was made available by Jon Larsen, who kindly 

agreed to implement the models we developed for simulation of USLP interaction (light 

wave absorption and reflection, optical properties, low and moderate temperature 

collision frequency, thermal conductivity, electron-lattice energy exchange). 

HYADES is a one-dimensional, three-geometry (planar, cylindrical, spherical), 

threc-fluid radiation hydrodynamics code using the finite difference approach for 

numerical solution. The electron, ion and radiation components are treated as coupled and 
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energy exchanging fluids in local thermodynamic equilibrium. Thermal transport is 

simulated in the flux-limited diffusion approximation; for radiation, the fluid multi-group 

diffusion prescription is employed. Thermodynamic quantities are derived from realistic 

equations of state. A number of models are available to describe the degree of ionization; 

however the material as a whole is neutral (there is no charge separation). The light 

absorption model includes wave effects and allows treatment of different laser 

polarizations and angles of incidence. 

Hydrodynamic motion is a key component of the numerical modeling. All other 

physical processes such as thermal transport or laser energy deposition are connected to 

equations of motion as source terms. The equations of hydrodynamics are solved in the 

Lagrangian system of coordinates - the numerical mesh is "frozen" in the material and 

zone coordinates follow the flow of the material (see Figure 2.1 1). Such an approach is 

well suited for cases when significant changes of density are observed, for example shock 

waves propagation or material ablation. 

i-1 i i+l 

i - I  i i+l z 

Figure 2.11: HYADES employs Lagrangian mesh. Pressure difference between zones 

c:iuses the boundaries to move. Locations of mesh coordinates and zone density change 

with time in such :I way t h a t  zone masses are conserved. 
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In  the Lagrangian formulation, conservation of mass requirement is fulfilled 

automatically and one has to solve momentum and electron, ion and radiation energy 

conservation equations that in  the planar configuration have the following form 

[LarsenO 1 ,Zel'dovich67] 

dLf p- = 
dt 

dE dl 1 

dt dz 
p 2 + p - =  

+ G,,(T - T, )  dE d U  p'+ p - = -~ 
dt  I dz dz 

au, du -+e-= 
dt  dz 

The parameters ii and p are 

(2.67) 

material velocity and density. P,T,&,U,q describe pressure, 

temperature, energy of electrons or ions, radiation energy and energy flux. Terms 

G,,(T - T )  are responsible for energy exchange between the three "fluids". S, is energy 

deposition from the laser. S,, describes radiation energy that escaped from the material. 

HYADES can also treat a variety of other external sources and forces, however only 

terms relevant for our problem are listed. The last equation describes the radiation fluid, 

which is treated in the multi-group approximation. The radiation is divided into energy 

groups that are simulated separately, so that the total energy flux qr is a sum of fluxes 

over all photon groups. This method allows simple modeling of atomic structure and non 

Planckian statistics. 

Pressure and internal energy as a function of density and temperature are obtained 
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from a user specified equation of state which can be either in  tabulated [Sesame831 or 

analytical form [LarsenO 1 ,More88,More911. The degree of material ionization is 

Calculated with the Thomas-Fermi model [Zel’dovich67 ,More9 1 ,Feynman49] - a 

semiclassical average-atom theory well suited for the description of metals. In order to 

have adequate modeling of pressure discontinuities (shock waves), the Von Neumann 

method of artificial viscous pressure is employed [LarsenO I ] .  

The collision frequency appears in a number of physical models. The calculations 

are based on the theory outlined in section 2.4. Total collision frequency Y is a sum of the 

electron-ion/phonon collision frequency Y, ,,,,,, and the electron-electron collision 

frequency v ~ . ~ .  Interpolation between cold material and plasma regimes is done with the 

following formula 

The collision frequency is set to be no larger than the limiting frequency Y,~,,,=~/T,,,,,, 

calculated according to formula (2.42). 

For calculation of the electron-ion collision time in plasma, the Spitzer formula 

modified to include effects of dezeneracy [Lee84,More91 ,LarsenOl] is used 

(2.69) 

where ,LL is the chemical potential and F is the Fermi-Dirac integral. The electron-electron 

collision time is zec,=Zz,,. 
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The following formula is employed for electron-phonon collision time [Ziman60] 

in a relatively cold metal 

(2.70) 

where R is interatomic distance, up is the Fermi velocity, T,,, is the melting temperature 

and TI is the ion temperature. Constant Cnrelr is used to describe the effect of melting. It 

equals one for a solid material and it becomes a number typically smaller than one in a 

liquid. Constant Co is used to fit experimental data. The melting temperature is a function 

of density and described by the Lindemann law [Steinberg91 ,Grover7 1 ,Royce7l] 

(2.71) 

where po is normal density and T,,,o is the melting temperature at this density. Parameters 

yo and a describe Griineisen coefficient y = y o  + a(p, / p - 1) (formula (2.71) is discussed 

in more detail in the next chapter). When the density of a solid increases, the pressure 

becomes larger and it is more difficult to melt the material. The formula models the 

increase of melting temperature with density; for example, at atmospheric pressure 

aluminum begins to melt at temperature 930K when density is 2.55g/cm3 [Davis93], 

however at normal density p=p,]=2.7g/cm3 aluminum ( ~ ~ 1 . 9 7 ,  a= 1.5) melts at 1220K 

[Seinberg9 11. 

Electron-electron collisions in the solid are described by the modified formula (2.41) 
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(2.72) 

where Cec, is a user specified constant, which is typically equal to one. 

Figure 2.12 presents the collision frequency used i n  our calculations of optical 

properties of aluminum as a function of temperature at normal density. The electron- 

phonon collision frequency at room temperature is 9.1-10'3s~', C,,,,,,=0.65 and C,,=l. 

1 / \  
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Figure 2.12: Collision frequency of aluminum at normal density p=2.7glcm3 calculated 

with HYADES. Red and blue curves are for equal ion and electron temperature without 

and with electron-electron collisions respectively. Green curve represents collisions when 

only electron temperature is varied and ion temperature is fixed at room temperature. 

The plot shows that in the case of equilibrium, (T,=T,), electron-ioniphonon collisions are 

dominant (the reason why electron-electron collisions rarely attract attention). If the 
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lattice is cold and only electron temperature is varied, increase in  collision frequency 

becomes noticeable when electron temperature approaches l e v .  

According to the flux-limited diffusion model, enerFy fluxes qr in the equations 

(2.67) are calculated as 

(2.73) 

where q,,, is maximum energy flow. This model is used because for very sharp 

temperature gradients the diffusion approximation breaks down [Key911 and gives 

unphysically high energy flux. The maximum energy flux qm is typically set to a small 

fraction (-0.05-0.1) of free streaming energy flow, which for example for electrons is 

n,k,T,(k,TJin,)’“. 

The thermal conductivity of the electrons is calculated in a fashion similar to the 

collision frequency - interpolation between cold metal and plasma models. At low 

temperatures, thermal conductivity is given by 

and in the plasma regime [More91 ,Lee841 it is given by 

(2.74) 

(2.75) 

Here Y is the total collision frequency and A” is a slowly varying function. For ideal 

plasma ( & L /  kBT, - a) i t  is equal to 128/3n, the collision frequency is descried by the 
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formula (2.38) and the Spitzer expression [Spitzer62] for thermal conductivity is 

recovered 

(2.76) 

l n  a solid, when temperature is low and electrons and ions are in equilibrium, the 

collision frequency is inversely proportional to temperature, thus heat conductivity 

coefficient is approximately constant. Constant C, in  the formula (2.70) for electron- 

phonon collision frequency is used to match experimental data at room temperature. 

Figure 2.13 shows a comparison of the calculated conductivity with the experimental data 

for aluminum for temperature up to 1000K. 
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Figure 2.13: Thermal conductivity of  aluminum as a function of temperature at normal 

conditions (atmospheric pressure), Red curve is calculated with HYADES and black 

points are experimental data [Davis93]. 
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It shows a slight decrease in thermal conductivity of a solid with temperature, which is 

caused by the change in material volume due to thermal expansion. Agreement of the 

theoretical numbers with experiment is within ten percent. 

Thermal transport of ions is handled by an expression similar to (2.76) and it 

gives a conductivity much smaller than the corresponding number for electrons. Energy 

transport by the radiation fluid is much more complex [LarsenOl]. However, in the next 

section it will be shown that, at least for moderate laser pulse energies, it is not important. 

The energy exchange coefficient G,, is taken as 

In the plasma regime, the equilibration time is calculated as [LarsenOl ,Brysk74] 

(2.77) 

(2.78) 

As expected, the equilibration time is /n, /me  times larger than the collision time. At low 

temperatures this formula gives a smaller equilibration time than the one observed in 

experiments. In order to compensate for this deviation, the equilibration time for low 

temperature metal is calculated as 

(2.79) 

The constant C,, in this case is chosen in such a way that G,, matches experimental data at 

room temperature. Interpolation between these two regimes is done according to formula 
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(2.68). Similarly to collision frequency calculations, the equilibration time is set to be no 

smaller than T,,," /n, /3mC . 

The optical properties of the material are simulated with the slightly modified 

Drude-Lorentz model described in the previous section. Material at low density or very 

high temperature has periodic symmetry broken and band effects should disappear. In 

order to insure this change, the actual values of parameters A4 and A describing the 

strength of intraband and interband transitions are set to 

(2.80) 

where subscript 0 denotes parameters calculated from user input of dielectric constant at 

room temperature for laser wavelength and parameter r'. The function f (p ,T)  must equal 

unity at normal conditions and decrease to zero for high temperature and low density. We 

chose it to be 

where T,,,,o is calculated according to (2.71). This choice is somewhat arbitrary; however 

it is natural to expect the melting temperature to be a characteristic temperature of this 

process. Fortunately, our simulations show that for modeling of USLP interaction the 

exact functional dependence of f (p ,T j  is not significant. 

In order to calculate light reflection and absorption, HYADES solves equation 
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(2.63) for S polarized light and equation (2.64) for P polarized light. Since we use a 

stratified medium (optical properties are only a function of depth) approximation, a 

multilayer representation of the material and corresponding matrix formalism [Born89, 

Milchberg891 is employed. The formalism of equations (2.63) and (2.64) allows 

polarization and angle of incidence to be taken into account within the one dimensional 

stratified medium description used in the code. The dielectric function E in each layer is 

considered to be constant and the solution of the Helmholtz equations is trivial - two 

exponentials in each layer. At the boundaries of the layers, the two neighboring solutions 

can be matched with an equivalent of the Fresnel formulas. Both of these relationships 

are linear equations connecting amplitudes of the waves. If we represent the amplitudes 

of incoming and outcoming waves in a layer i as A, and B,, they can be related to the same 

values in the previous, nearer to the surface, layer through matrix multiplication 

where P, represents the propagation matrix for layer i, Ti.,,, is transmission matrix from 

layer i-1 to i, N ,  is total matrix for i layers and A,,B, are amplitudes of the original 

incident and reflected waves. The matrices P and T are functions of the layer dielectric 

constant and layer thickness, Initial amplitude A, is calculated from user specified laser 

intensity. In order to calculate reflected amplitude B,  we have to propagate the wave to a 

layer; where its amplitude is very small and reflected wave B, is zero. Thus from 
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equaltion (2.82) we have 

0 = m1,2,4, + n1,,22Bo 

and reflected amplitude can be found. Once the fields are known, absorption is calculated 

according to formula (2.66). If layers are sufficiently thin, this method gives a good 

approximation of the solution. 

In order to verify that our complex code produces reasonable results, the 

calculations were benchmarked against three available, different experimental sets of data 

for USLP absorption in a wide range of pulse intensities. Such experiments are very 

difficult to perform - one must take great care to ensure laser pulse and target quality. All 

of the measurements are for aluminum. The experiments were performed in a vacuum 

with vapor-deposited films. Scattering was reported to be insignificant in all experiments. 

HYADES simulations were done using the SESAME tabulated equation of state for 

aluminum #37 18 [SesameS3]. Necessary optical parameters were specified in the 

previous section. The electron-ion energy exchange constant at room temperature is set to 

2. 10"W/(cm3K) [EidmannOO]. 

Milchberg et .  al .  [Milchberg8S] presented the first experimental study of 

ultrashort laser pulse absorptivity. They measured 308nm light reflection for a 400fs 

Gaussian pulse at 45" angle of incidence for both S and P polarizations. Figure 2.14 

compares experimental and theoretical absorption versus peak pulse intensity in the range 

from 10"Wicm' to 10'5W/cm'. The theoretical data was adjusted to account for the 
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Gaussian laser spot. The experimental and numerically calculated curves exhibit the same 

behavior. At low intensities, absorption is small. then increases with pulse energy, peaks 

at a (certain intensity and then begins to drop. 

Figure 2.14: Experimental [Milchberg88] and HYADES theoretical results for 

absorption versus peak pulse intensity for 308nm, 400fs laser pulse incident on aluminum 

at 45". Theoretical calculations were done for two cases: with and without electron- 

electron collisions. Black clots represent experimental data. 

Qualitatively, this picture is valid for both polarizations, however the P polarized pulse 

has noticeably higher absorption. Theoretical calculations that include the effect of 



electron-electron collisions give the best match to the data. Absorption peaks are located 

at the right intenbity: I+-2.10'4W/cm2. For P polarization, the value of the absorption peak 

is very close to the experiment - approximately 70 percent. However, for S polarization it 

is higher than it should be according to the experiment (40% vs. 30%). At low intensities, 

HYADES gives absorption that is somewhat lower than in the experiment. It is hard to 

tell what produces this difference, since our model of optical properties at low 

temperatures reproduces absorption calculated from handbook data for dielectric constant 

[Palik98]. 
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Figure 2.15: Experimental (Price951 and HYADES theoretical results for absorption 

versus peak pulse intensity for 400nm, 150fs laser pulse incident normally on aluminum. 

Theoretical calculations were done For two cases: with and without electron-electron 

collisions. Black dots represent experimentxl data. 

The next set of experimental data is from Price et.nl. [Price95). They measured 

absorption of 15Ofs pulses normally incident on aluminum for a range of intensities from 
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10”Wicm’ to 10”W/cm2. The pulse is 400nm light produced by frequency doubling the 

output of a Ti:sapphire laser. Figure 2.15 shows that the qualitative behavior of 

absorption is similar to the previous example, however quantitative agreement between 

experiment and theory is not as good. The peak of absorption appears in our calculations 

at a somewhat higher intensity (4t6~10i4W/cm’ vs. 2t3.10’4W/cm2) and the absorption 

value is noticeably higher (50% vs. 30%) than found in the experiment. 

The most recent experimental data for USLP absorption by aluminum is from 

Fisher 2 t . d .  [FisherOl]. Using a Ti:Sapphire laser, they measured absorption of a 50fs 

normally incident beam both for 800nm and 400nm light. Figure 2.16 compares 
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Figure 2.16: Experimenral [Fisher011 and HYADES theoretical results for absorption 

versus peak pulse intensity for 80Onm, 50fs laser pulse incident normally on aluminum. 
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experimental results and HYADES calculations for 800nm light. At low intensity 

-1O”W/cm’, experimental absorption is 14% - very close to 13%. This is the absorption 

of cold aluminum according to reference data IPalik981 (result is reproduced by 

HYADES). Absorption begins to decrease slowly for higher intensities due to the 

interband effects. It reaches a minimum of -1 1 %  at 10”Wicm’ (approximately 0.5Jicm‘ 

laser fluence). Once this minimum is reached, absorption slowly goes up and at 

10’‘W/cm2 reaches the absorptivity of cold aluminum. Above this intensity absorption 

begins ‘to increase much faster, reaching approximately 25% at 1 0‘5W/cm’ intensity. 

HYADES calculations have the same qualitative behavior, however the plot clearly 

demonstrates that one must include electron-electron collisions in order to have a good 

quantitative match. If e-e collisions are neglected the absorption rises noticeably slower. 

Since formula (2.72) for electron-electron collisions is more like an estimate, we tried to 

aldjust the C,, parameter to get the best description of the experiment. If this parameter is 

left at its default value of one, HYADES gives an excellent match up to several J/cm2 

pulse fluences. For higher laser energies better agreement is achieved with C,,=3. A 

larger coefficient C,, means the electron-electron collision frequency is smaller than the 

one predicted by the original formula (2.41) [Abrikosov72]. Since the formula is based 

on the assumption that T,<<T,. , it very well might be overestimating the collision 

li-equency for the case when considerable pulse energies significantly heat the electrons. 
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Figure 2.17: Experimental [Fished 11 and HYADES theoretical results for absorption 

versus peak pulse intensity for 400nn1, 50ls laser pulse incident normally on aluminum. 

Figure 2.17 demonstrates results for 400nm light. In this case interband transitions 

have a smaller contribution and the absorption stays flat at approximately 7.5% until laser 

fluence reaches a few J/cm'. After that it begins to grow, however at a much sharper rate 

than in case of 800nm light. Again HYADES gives the best match to experimental data iF 

electron-electron collisions are included. 

The main conclusion from our benchmarking is that HYADES can reproduce 

qualitative and, in many cases, quantitative behavior of USLP absorption for a variety of 

laser parameters. It tends to overpredict absorption at high intensities, where nonideal 

plasma plays an important role. Unfortunately, simple theories for description of this 

regime do not esist. However, for moderate pulse energies, HYADES simulations 



produce good results, demonstrating the importance of e-e collisions and interband 

transitions. 

2.7 USLP absorption 

In this section USLP absorption by aluminum (an example of NFE metal) as a 

function of laser parameters is described in more detail. Electron-electron collisions are 

always included, and the parameter C,, is set to one. 

In section 2.3, temperature dynamics was studied for rectangular pulses in a very 

simple approximation. We repeat this study, but with HYADES. First, let's review 

abs#orption of low energy USLP. Figure 2.18 shows the evolution of peak temperature 

during absorption of a Gaussian, 8OOnm, 100fs, 10"W/cm' laser pulse - similar to the 

case presented in Figure 2.4. Widths of electron temperature and laser energy deposition 

profiles are also plotted. The pulse fluence is approximately O.1Jicm' and 11.2% of this 

energy is absorbed, which is slightly lower than the 13% room temperature absorption. 

Material heating is not strong enough to affect optical properties significantly. Another 

indication of this is that during the interaction the width of the laser energy deposition 

zone is practically a constant 6nm (this number is slightly smaller than the 7.7nm skin 

depth of 8OOnm light because it is defined as the full width half maximum, instead of the 

li'e width criterion for skin depth). The width of the electron temperature profile is 

determined initially by the absorption zone and is equal to 12nm. 
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Figure 2.18: Evolution of maximum electron and ion temperature in aluminum driven by 

the normally incident 800nm 10'*W/cm2 Gaussian pulse (shown with a black line). 

Change in width of electron temperature and laser deposition profiles is shown with 

green curves 

Since the electron energy is proportional to q2and energy deposition density S ,  has an 

exponential profile, it is twice as big as the width of S,. By the time the peak of the pulse 

arrives, the temperature profile expands to 20nm due to thermal diffusion. After intensity 

begins to drop, the spreading accelerates and by the time the pulse is over it reaches 

42nm. Maximum temperatures achieved during the pulse are similar to our estimates in 

section 2.3: O.X3eV(9600K) for electrons and 0.067eV(780K) for ions. Even at the end of 

the pulse, the lattice temperature is below the melting temperature. 

More energetic laser pulses increase material temperatures high enough to affect 



optical properties. Figure 2.19 shows profiles of electron and ion temperatures together 

with laxer power deposition density S,  at the peak of the normally incident laser pulses 

with lOOfs length and SJicm’ fluence (peak intensity is 4.7-10’3W/cm2; for Gaussian 

pulses the following relationship is valid: F=l .ObI,,,,,z, where z is conventionally defined 

at full width half maximum). Two cases are presented: 800nm and 400nm light 

interaction. One can immediately see distorted profiles of energy deposition density. 
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Figure 2.19: Plot of electron (red) and ion (blue) temperatures together with laser energy 

deposition SL (green) versus distance at the peak of the pulse with flueiice 5J/cm2, length 

IOOfs and normal incidence (results for 800nm light - solid curves, for 400nm - dashed 

curves). Aluminum occupies region of positive 2 .  The laser is incident from the left. 

In the first 20nm it decays noticeably slower than in the case of colder material - the half 

width is approximately 15nm for both wavelengths. In the deeper region it returns to the 

usual exponential behavior detcrrnined by the 7.7nm and 6.5nm skin depths for 800nm 



and 400nm light respectively. Electron temperature reaches as hizh as lOeV and ion 

temperature exceeds the melting temperature. The width of the electron temperature 

profile is approximately 15nm - close to the size of the deposition zone. For temperatures 

this high, the electron gas begins to behave more like a regular gas with internal energy 

proportional to temperature. The picture shows that energy deposition from the 400nm 

laser pulse is higher, as a result total absorption is 41.5% for the 400nm pulse and 25% 

for the 800nm pulse. 

Despite the fact that ion temperature is relatively low, significant electron 

pressure initiates material expansion before the laser pulse is over. In a cold metal 

material pressure is dominated by the response of ions, which is approximately linear in 

temperature. The electron thermal contribution is much smaller due to the Fermi 

distribution effects and behaves as a temperature squared 

PcT = - au,/av - q2. 

At low laser fluences, the pressure produced by the electrons is still small and noticeable 

expansion can begin only after temperature equilibration. However, for the case 

presented in Figure 2.1 9, the electron temperature is comparable to the Fermi temperature 

and the electron contribution is predominant (see Figure 2.20). The electron gas begins to 

e.xpand, but electrostatic forces are much stronger. The electrons can not separate from 

ions, thus pulling them out and starting the material expansion. 
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Figure 2.20: Plot of electron and ion pressure versus temperature for aluminum at normal 

density p=2.7g/cm1. Data is from SESAME EOS #3718 [Sesame831 used in the 

calculations. 

Figure 2.21 presents (z,t) color plots that describe change in important material 

parameters for some time after the pulse is over. Evolution of electron and ion 

temperatures, pressure and density for the 8OOnm pulse is tracked up to 3 . 8 ~ s  after the 

pulse peak. The highest electron temperature of 11.5ev is reached close to the material 

surface about 80fs after the pulse peak. Such high temperature creates pressures in the 

Mbar range, which initiate material expansion with a velocity approximately 50km/s. By 

200fs after the pulse peak, an ejecta plume lOnm thick is already created. 

Simultaneously, the pressure wave begins to propagate in the bulk of the material with 

supersonic speed of approximately IOkmis (sound speed in aluminum is 6.4kmis). Since 

the energy deposition zone is so thin, a rarefaction wave almost immediately 
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Figure 2.21: (z , t )  color plots of evolution of electron and ion temperatures, pressure and 

density or aluminum after absorption of  normally incident laser pulse with fluence 

SJicm’, width lOOfs and wavelength 800nni. The beam was directed along the z axis  

(from bottom to top) and the pulse peak is at 0 . 2 ~ s .  At t=O aluminum occupies region of 

positive z .  Red line on the density plot shows a zero material velocity contour. 
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beguns to interact with the compression wave and the pressure drops from 2.6Mbar at its 

peak to 1 .1Mbar after 3 . 8 ~ ~ .  As it moves into the bulk, high compression of aluminum is 

reached, however a true shock (discontinuous jump in pressure and density) is not formed 

yet. At the same time, material behind the compression front continues to be ejected. The 

red line on the density plot shows the zero material velocity contour - at the end of the 

run aluminum layer with original thickness 22.5nm is turned into a hot, expanding plume 

and the ablation process is still underway. At the same time electron and ion temperatures 

in the d'enser part of the material have almost come into an equilibrium with the highest 

ternperature of approximately 3eV. Electron temperature is still slightly larger, however 

in this regime ions contain most of the thermal energy. Heated material extends to a 

significant depth: at the end of the calculation, the layer of material with temperature 

above 0.08eV (melting temperature of aluminum) is 155nm thick. 

In order to understand how material parameters change in the interaction with 

laser beams with different energies, a set of calculations was performed for a range of 

pulse fluences. Figure 2.22 shows light absorption as a function of laser fluence for 

400nm and 800nm pulses with lO0fs width together with calculations for SOOnm, Ips 

pulses. The results are similar to the behavior we observed when HYADES was 

benchmarked against experimental data. At a low fluence of 0.01J/cm2 (Z-lO"W/cm') 

light absorption is determined by cold material properties; it is 0.13% for 800nm and 
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Figure 2.22: Absorption of aluminum as a function of fluence of normally incident laser 

pulse. The curves are for 400nm wavelength, lO0fs pulse width (blue), 8 O O n m ,  lOOfs 

width (red) and SOOnm, Ips width (green). 

7.5% for 400nm [Palik98]. With increase of pulse energy, the absorption begins to 

decrease for SOOnm and increase for 400nm light and around 0.4J/cm2 (1-3.7-1O"W/cm2) 

it becomes approximately 1070 for all three cases. Further increase of laser fluence 

initiates a sharp growth in the absorption that continues until fluence reaches several tens 

of J/cm2. At this point it comes to a peak (-0.5 for 400nm light, -0.4 for 400nm light) and 

then begins to decrease. The temperature becomes so high that the metal is turned into a 

plasma, where collision frequency decreases with temperature. For USLP with width of 

Ips, absorption evolution is similar to that of lOOfs pulses, but shifted to lower fluences. 

At moderate intensities it happens because there is more time for energy exchange 

between electrons and ions and at high laser energies effects of material expansion 
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become important. 

Figure 2.23 presents the calculated maximum pressure and temperatures at the 

end of the pulse for these three cases. In order to discount the effects of absorption, the 

parameters are plotted versus absorbed fluence. 
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Figure 2.23: Plot of maximum pressure (top) and electron and ion temperature (bottom) 

at the end of the pulse ( 2 t  alter the pulse peak) versus absorbed fluence for the three 

cases presented on Figure 2.22. On the temperature plot solid lines correspond to electron 

temperature and dashed curves are ion temperature. 
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The curves for 400nm and 800nm lOOfs pulses are practically the same. For an ultrashort 

pulse, the only effect a change of light wavelength has is to change the amount of 

absorbed energy. A sharp increase in absorption begins when the pulse fluence is 

approximately 0.4-0.6J/cm2. This corresponds to absorbed fluence 0.04-0.06J/cm2. The 

graph shows that at this point electron temperature begins to exceed lev. As we learnt in 

the: previous section, this is when electron-electron collisions start to make a significant 

contribution to the total collision frequency. We can also notice that, approximately in the 

same ra'nge of fluences, ion temperature exceeds the melting temperature - another boost 

to absorption. The most energetic laser pulse in our calculation is 100J/cm2. This 

corresponds to a light intensity of almost 10'sW/cm2 and generates peak electron 

temperature of 100eV. This in turn creates pressure of almost 100Mbar. Such pressure 

initiates expansion with velocities above lOOkm/s. Since the laser photon carries a 

momentum A k ,  the light also exerts pressure when a photon is absorbed or reflected. It is 

equal to (2-A)I/c, where A is absorption, I is intensity and c is light speed. For the highest 

intensity case, this corresponds to approximately lMbar, which is well below the pressure 

appearing due to energy absorption. Thus it can be neglected. 

Light interaction with metal for a longer pulse length of Ips  results in  a lower 

peak electron and higher ion temperature. Figure 2.21 demonstrates that in a solid 

material it can happen in a few picoseconds, however peak electron and ion temperatures 

arc located in different places. Electron temperature peaks on the front of the expanding 



plume. This is a region that has low density due to the expansion. When density drops, 

the electron-ion energy exchange time increases and the lower ion temperature is frozen 

in the front of the plume. However, in the deeper part that is not yet affected by the 

expansion, the equilibration does happen quickly. The rarefaction wave propagating with 

a speed -1O'cmis reaches depth -20nm in a couple of picoseconds. The ion temperature 

peaks approximately at this depth. 

In the previous section i t  was mentioned that radiation has a small effect on the 

pr'ocess.of absorption. This was verified by tracking efficiency of conversion from laser 

energy to radiation energy. The calculations show that it is very low. For the highest 

intensity pulse (Z=10'SWlcm2, =100fs), the efficiency was 23.10.'. Most of this energy 

escapes the material. Conversion efficiency does grow with temperature, however 

experiments show that even for very energetic and intense pulses (Z=lOIRWlcm', 

-c;=300fs), it is only a few percent [Jiang95]. Therefore radiation doesn't have a significant 

role in thermal transport or hydrodynamic behavior in the interaction of USLP with a 

metal. Unless there is interest in the radiation itself, radiation transport can be omitted. 

Previous simulations almost always were done for normal incidence. In order to 

study effects of the angle of incidence and polarization we calculated the absorption as a 

function of incidence angle for SOOnni light pulses for two different pulse lengths and 

intensities. Results are shown on Figure 2.24 together with absorption of solid, cold 

aluminum. The qualitative behavior of absorption for different laser parameters is the 
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same as in the case of cold metal, when it is given by the Fresnel formulas (incidence 

from vacuum or air) [Jackson95] 

(2.53) 

At the normal incidence absorption is the same for both polarization (as it should be, 

since P and S polarized waves become identical). With increase of the incidence angle, 
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Figure 2.24: Plot of absorption versus incidence angle for 8OOnm light and two different 

pulse lengths (1OOfs and Ips) and intensities (lO"W/cmz and lO"W/cm'). For reference 

absorption of cold aluminum calculated with Fresnel formulas using handbook value of 

refractive index [Palik98]. Results Tor P polarization are plotted with dashed lines. S 

polarization is solid lines. Black lines - Fresnel; blue - HYADES, I=lO"W/crn'; red - 

HYADES. I=lO'JW/cm'. 
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absorption of the S polarized wave gradually decreases and goes to zero at 90 degrees. 

Behavior of the P polarized light is different. The maximum of absorption for the TM 

wave is located at some angle different from zero. Absorption at this maximum can be 

much higher than for normal incidence. In fact for materials with zero conductivity 

(drelectrics) there is an angle, called Brewster's angle 

8, = tan-'(n), 

for which there is no reflected wave at all - the light is completely "absorbed". For metals 

there is'always some light reflected, however the peak absorption can be quite high - 

almost 50% for aluminum. The refractive index of cold aluminum is very large: 

n( 8OOnm)= 2.8+i8.45, thus the maximum occurs at a large angle 8 - tan-'(lnl) - 80". 

All of these features are present in the absorption of ULSPs. The main difference 

caused by laser heating is in the general rescaling of absorption and broadening of the 

peak of absorption for P polarization. As a result, TM waves incident at high angles can 

deposit significant amounts of energy - absorption of 10'4W/cm', 1 ps pulse for angles 

between 60 and 80 degrees is above 70%. 

At high laser fluences or long pulses material expansion may begin to affect laser 

ahsorption since profile of dielectric function E(;)  is no longer a step function. Reflection 

is determined by the gradient of permittivity d ~ l &  [Ginzburg55] and varies from 

I(&- O/<J E + 1) for normal incidence on a flat surface, to zero when the gradient 
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approaches zero. Theoretically, this should result in the increase of laser absorption 

through reduced reflectivity. To test this assumption pump-probe calculations were 

carried out. The pump is a rectangular laser pulse with 101'W/cm2 intensity and IOOfs 

width. After the pump ablates the material, a low energy probe (I=105W/cm',r=10fs) at 

different delays is used to calculate absorption. The simulations were done for 45" angle 

of incidence and S and P polarizations. Absorption of the pump is 21.6% for S 

polarization and 46.5% for P polarization. The result for absorption of the probe is 

presentkd in Figure 2.25. As we expected, increase in the delay between the pump and the 

probe results in larger absorption. For 15ps delay it is 85% for S and 95% for P 

polarizations. 
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Figure 2.25: Plot of [he probe absorption as a function of time delay after absorption of 

rectangular, IOOfs,  10"'Wicm' pump pulse. 

Figure 2.26 shows snapshots of laser power deposition density and electron 

density at several different delays for S polarized wave. lOOfs after the pump the material 
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expansion is negligible and change of absorption is mostly due to the high temperature. 

Most of the laser energy is deposited in a layer approximately 50nm thick. Several 

picoseconds later the picture changes considerably. The ejecta plume thickness is 

hundreds of nanometers and, since the light wave can not propagate in plasma with 

electron density above critical ncr, the peak of absorption shifts away from the original 

position of the material surface. If 3.4ps after the pump some of the laser energy does 

reach the bulk of the material, at 15ps delay all of the laser energy is deposited in the 

expandi'ng ejecta and may not reach the solid. 
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Figure 2.26: Snapshots of electron density (blue curves) and laser power deposition (red 

curves) for different delxys after the rectangular, IOOrs, 10"'W/cm2 pump pulse. Pump 

and probe are S polarized. Intensity of the probe is tO'W/cm'. Laser is incident from the 

left. Increase of electron density in the bulk of the material (PO) is due to the shock wave 

compression. 
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The absorption picture is complicated by another fact. If the probe is energetic, it 

deposits energy. increases temperature and changes optical properties. For a probe that is 

identical to the pump (I=lO'JW/cni', z=lOOfs) and delayed by 0 . 5 ~ ~  absorption is 35% - 

close to the results shown in Figure 2.25, however for a delay of 15ps probe absorption is 

only 28.6%. More than that, i t  was rapidly decreasing during the pulse and by its end i t  

was 17% (versus 85% for low energy probe). The absorbed energy pumps up plasma 

temperature significantly and decreases collision frequency. We have plasma mirror 

effect rPerry991. Therefore one can expect increase of absorption at first and then 

decrease. The details of interaction depend on many parameters such as energy of the 

pump and the probe, polarization, angle and can be calculated with HYADES. 

These calculations also emphasize importance of a good laser pulse quality. In 

USLP laser systems there is a variety of effects, for example amplified spontaneous 

emission, regenerative amplifier leaks, spectral clipping [Backus9S], that can create 

pulses before the main pulse. Even low energy prepulses can have noticeable effect on 

the interaction of the main pulse [WhartonO 11 and complicate interpretation ot  

experiments. Thus, prepulse control is very important. 

2.8 Conclusion 

Our modeling of USLP interaction with NFE metals demonstrated several 

important physical aspects of the interaction. Unequal electron and ion temperature 
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dynamics plays a central role in  the interaction. Since the heat capacity of electrons in a 

metal is very small, even low intensity pulses quickly raise the electron temperature to 

thousands of degrees. Electron thermal transport can have noticeable effects, as a result 

the energy deposition zone is larger than the absorption zone. This, in turn, masks effects 

of different laser wavelength with the major difference being the amount of laser energy 

absorbed. Due to the significant imbalance in electron and ion temperatures, electron- 

electron collisions have a large (sometimes dominant) contribution to the total collision 

frequency. Influence of the interband transitions on optical properties is important even 

far an NFE metals like aluminum and may produce unusual results (lowering of 

absorptivity with temperature). 

All of these effects were taken into account in the development of the hydrocode 

HYADES which is now suitable for self-consistent simulation of interaction of USLPs 

with NFE metals for a variety of laser parameters. The ability to simulate light absorption 

simultaneously with material expansion is important since material ejection may begin 

very quickly because of the significant electron pressure. Depending on the pulse energy 

and length, this expansion might enhance light energy deposition, however it also might 

happen outside of the bulk material, in the expanding ejecta. 

The advantages of this approach (modeling on the basis of hydrocode) are not 

exhausted yet. Understanding of light absorption is typically an intermediate step. One is 

usually interested in long-term effects, for example material ablation or shock wave 
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propagation. We demonstrated that the material expands with velocity on the order of 

lO"cm/s, thus for a typical laser spot few hundred microns in size, calculations with ID 

hydrocode are valid up to times on the order of few nanoseconds (before 3D effects 

become important). This long time modeling is discussed in the next chapter. 
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Chapter 3 Long-term effects of ultrashort laser-material 

interaction 

3. '1 I n t rod u c t i o n 

Many desired effects of USLP laser-material interaction take place on a time scale 

noticeably longer than the interaction itself. For instance it takes over a hundred 

picoseconds for ablation generated pressure waves to travel a distance of only one 

micron; the ejecta plume used in thin film growth needs microseconds to reach a 

deposition target. This chapter describes our efforts to study the effects of ULSP 

absorption on nanosecond and longer time scales with the use of numerical and analytical 

modeling. 

The chapter opens with a comparative, representative simulation of the effects of 

ultrashort (femtosecond) and short (nanosecond) laser pulse absorption. Differences in 

the absorption are emphasized. In the following section, we concentrate on the energy 

transport into the bulk of the material by the laser induced pressure pulses, namely shock 

waves. The pressure waves carry energy in a mechanical form (material compression and 

kinetic energy). We investigate conversion of this energy back into heat and show that 

this effect becomes significant for shock pressure in the hundreds of kilobars range and 

higher. Residual heating as a function of the shock pressure for aluminum and copper is 
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calculated. 

The next section is devoted to a study of evolution of the laser induced pressure 

pulses. The formation and propagation of the pressure pulses in different laser energy 

regimes is discussed. At low energy the effects of material strength are dominant and the 

pressure pulse has a smooth bipolar form. Increase in the laser fluence results in  the fast 

formation of the shock wave and fast decay of the pressure pulse. If the pressure is very 

high (many megabars), the influence of material strength is negligible and the evolution 

of the shock wave is described by a self-similar solution for hydrodynamic motion of an 

ideal gas under action of an impulsive load. In this regime the wave parameters have a 

power law dependence on time and the shock pressure is proportional to the inverse 

distance traveled. Weaker waves decay more slowly; their asymptotic behavior is 

described by the square root of the inverse distance traveled. 

After that our attention shifts to material ablation. Our goal is to find a criterion 

that would give us an estimate of the amount of the material removed based on the 

material evolution within the first nanosecond, so that the results of HYADES modeling 

could be used for the prediction. Structure of the ejecta plume is discussed and such a 

criterion based on the use of the liquid-vapor critical point is suggested. We apply it in a 

range o f  HYADES calculations anti show that the most efficient removal is with 

femtosecond pulses near the ablation threshold. 

The concluding part of this chapter presents discussion of the three-dimensional 
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evolution of the ablation plume. In particular, a self-similar analytical solution for an 

expanding gas ellipsoid is used to describe plume properties at the final stage of 

evolution. The model, together with the results of HYADES modeling, is used to show 

that the ablation plume is very directional in its expansion. 

3.2 Effects of ultrashort and short pulse interaction 

In the introduction chapter a brief discussion of differences between ablation with 

short and ultrashort pulses was presented. One can actually see these differences in the 

HYADES simulations - here we present the results of comparative modeling of ultrashort 

arid short pulses interacting with aluminum. 

Laser systems generating short (-lns) and ultrashort (-lps) pulses work in very 

different regimes, therefore pulse parameters can not serve as a basis for comparison. A 

more proper way to do it is to compare ablation of pulses that create similar long-term 

effects, for example material removal. Let us go through the details of laser absorption 

and material ablation for one particular case: 350fs, 5J/cm’ and Ins, 20J/cm2 pulses at 

1053nm wavelength. Both of these pulses, when incident normally on aluminum, remove 

the same amount of material [Perry98]. In both cases material evolution up to 2.5ns after 

the pulse peak was simulated. Figure 3.1 shows laser power deposition density as a 

function of time. As expected practically all of the USLP energy is absorbed in thc solid 

material. There is some expansion during the pulses, but it seems to have insignificant 
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effect. The absorption depth is approximately 25nm - the pulse energy is high enough to 

affect optical properties. 

0.0 0.3 0 . 6  0 . 9  1 . 2  0 1 2 3 
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Figure 3.1: ( Z , t )  color plots of laser power deposition density for 350fs, 5J/cm2 (left) and 

Ins,  20J/cm’ (right) pulses. Notice the difference in spatia1 and temporal scales. Laser 

light is incident along the z axis and the material initially occupies region with positive :. 

Pulse peaks are at 700fs and 1.511s respectively. Contour lines on the plot for Ins pulse 

show electron density N&Vc,, where N,, is critical density for 1053nm light (-10”cm~’). 

For the nanosecond pulse, the absorption picture is completely different. Material 

expansion is quite noticeable. For a better demonstration of its effect, contour lines of the 

electron density were included in the plot. At the pulse peak ( t=lSns)  the critical electron 

density is 1 Cim away from the original position of the material surface. Laser light can not 

penetrate deeper, in the denser region; thus practically all of the energy is absorbed in the 

expanding plume. This is a plasma shielding effect. In reality it might be even more 

noticeable, because HYADES does not include contribution to evaporation due to the 
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kinetic effects (even if the material temperature is relatively low and there is no massive 

evaporation, some molecules from the energetic tail of the kinetic distribution have 

enough energy to overcome potential forces and leave the surface). Light absorption in 

such near critical density plasma is significant. Total absorption is 21.3% for the USLP 

and 93.2% for the nanosecond pulse (cold aluminum absorption at 1053nm wavelength is 

4.5% [Palik98]). Another interesting property is radiation conversion efficiency. In the 

previous chapter we noticed it was very low in USLP ablation. Indeed, in this case 7.4.10- 

' O / b  of 350fs pulse energy is converted into radiation. On the contrary, for the nanosecond 

pulse it is 3 1 6%. Conversion into radiation in the lower density plume is more efficient. 

Therefore, if one is interested in ultrashort X-ray sources, better conversion efficiency for 

USLP can be reached with a use of a prepulse that creates a dense plasma profile, where 

the main USLP would have higher x-ray generation [Nakano96,Nakano98]. 

Differences in absorption immediately appear in the behavior of temperature 

(shown in Figure 3.2). In the USLP case it peaks at approximately 6eV. This hot material 

is quickly ejected and has no opportunity to transfer its energy into the bulk of the 

material. At 2.511s after the pulse peak, a surface layer with thickness about 0.7ym is 

heated to temperatures above melting. However, it is still relatively cold and heat 

penetration has slowed down. Higher beam energy and absorption of the nanosecond 

pulse create a plume with a noticeably larger temperature- above 15eV, but, even more 

important is that the temperature is long lived. 
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Figure 3.2: ( i , t )  color plots of temperature (top) and pressure (bottom) for 350fs,5J/cm2 

(left) and Ins,ZOJ/crn'(right) ablation. Laser light is incident along the z axis and the 

material originally occupies region with positive z .  

Hot plasma stays near the solid aluminum for a longer time and much of its energy is 

transferred in the bulk. At 2.511s after the pulse peak, a surface layer with thickness 1 ym 
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has temperature above melting and the energy diffusion into the bulk is still significant. 

USLP absorption occurs in a thin surface zone. High energy deposition creates 

high temperature and high pressure. In this case the peak pressure is almost 2Mbar, 

however it decays quickly. When the pressure wave propagates into the bulk of the 

material, a number of processes, for instance rarefaction wave, decrease its amplitude. 

According to Figure 3.2 at Ins after the absorption the maximum pressure drops below 

IOOkbar and continues decreasing. Pressure wave width is a few microns and the 

propagation speed is practically a constant close to the speed of sound. In the case of the 

nmosecond pulse, the pressure stays in the tens of kilobar range from the beginning. The 

pulse also propagates with speed close to that of sound; however its width is 

approximately ten microns. In nanosecond ablation, the pressure pulse temporal width is 

mostly determined by the width of the laser pulse. In the USLP case laser-material 

interaction is negligibly short when compared to characteristic hydrodynamic times. Thus 

the temporal pressure width, at least initially, is determined by the time it take sound 

speed to cross the surface heated zone. 

3.3 Energy transport and deposition by shock waves 

Laser ablation launches a pressure pulse that propagates into the bulk of the 

material. Speed of the propagation is determined by the speed of sound c ILandau59, 

%el'dovich69] 



Since it is a function of material density (compression), the shape of the pressure pulse 

changes along the propagation path. For most solid materials, the speed of sound is 

higher when the density (pressure) increases. Thus, a smooth pressure pulse be,' "ins to 

steepen and finally a wave with sharp discontinuity is formed (see Figure 3.3). It is called 

a shock wave. In the case of USLP ablation it  can form very quickly because initial 

pressure pulse is created in a thin surface zone and has a sharp profile from the 

c2> c ,  

Figure 33: Shock w3ve formation from initially smooth pressure wave. For a typical 

material sound speed c is an increasing function of pressure, thus higher pressure 

disturbances propagate faster, the profile steepens and shock wave forms. 

beginning. Material parameters before and after the shock front are connected through the 

jump conditions that are derived from the equations of conservation [Landau59, 

Zel'dovich671. Conservation of mass results in 

momentum 

(3.3) 

and energy 
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I (3.4) E, -4,  + 4))(Y) - y,. 
I 

Subscripts 0 and 1 refer to the undisturbed material before the shock front and 

compressed material behind the shock. Parameters u,p,P,E are material velocity, density, 

pressure and internal energy. U ,  is the shock speed. If the equation of state of the material 

is given together with, for instance, shock pressure, solution of the equations (3.2)-(3.4) 

defines a point in  the space of thermodynamic variables that describes the compressed 

material. The locus of points obtained by shocking of a material in an initial state (T,,V,) 

is called a Hugoniot. Figure 3.4 shows a schematic plot of Hugoniot for a typical 

material. 

P 

a> 

I’ 

Figure 3.4: Schematic plot of isotherm (T), isentrope (S) and Hugoniot (S) as a function 

o f  volume and temperature (a). Projection of the curves on (P ,p)  plane is also shown (b). 

P(V,Tj IS equation of state surhce,  where all curves lie. 

The picture also shows curves for isothermal and isentropic (adiabatic) compression. 



While it  is well known that isentrope differs from isotherm and adiabatic compression 

results in an increase of temperature, behavior of the Hugoniot is not obvious. Shock 

compression certainly involves material heating, however how it happens in relationship 

to the isentrope can be found using jump relationships [Landau59,Zel’dovich67]. 

Let us consider compression by a weak shock wave, such that all important 

prameters can be expanded in Taylor series around the initial state of the material. As 

independent variables we choose entropy S and volume V. Expressing internal energy 

E‘(S,V) and pressure P(S,V) as a series expansions at (S,,V,) 

E, = E , + -  ( S , - S , ) + -  (v , -v , )+ . .  

P,=P,+-  ( S , - S , ) + -  (V-l&i,>+ ... 

::Iv av 7 
7 as v av 7 ( 3  3) 

and substituting them in the jump condition (3.3), we can obtain a formula for entropy 

change along the Hugoniot in terms of thermodynamic derivatives and change in volume. 

Carrying out the expansion up to third order and using formulas 

The following relationship is obtained 

(3.6) 
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If not for the first term, solution of this equation could have been obtained by setting S ,  

equal to S, .  In  other words when volume change is small (weak shocks), Hugoniot is 

almost an isentrope. Entropy variation along the Hugoniot is approximately a third order 

function of change in volume 

Behavior of the pressure derivative can be related to the change of sound speed with 

compression 

Shock waves form when the sound speed increases with pressure(density). Since pressure 

in  a typical material drops with increase of volume, this condition is satisfied only when 

the second volume derivative is non-zero and positive. Therefore if the shock wave does 

form, it increases material entropy 

Relative pressure change can be deduced from the series expansion 

1 
2 (V - + -cv, - VI)- 

Since the entropy change is third order function of volume change, only one entropy term 

is left. According to this formula, Hugoniot and isentrope have the same slope and 

curvature initially. The higher order difference is described by the last term. With the use 

of formula (3.7) and expression for heat capacity 
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( 3  3) 

(3.9) 

Since the pressure typically increases when the material is heated at constant volume, 

derivative dP/dTI, is positive. Thus pressure on the Hugoniot increases faster than on the 

iisentrope. Once the shock has passed, a rarefaction wave sets in and the compressed 

material begins to expand adiabatically along the isentrope. In this case, the pressure 

drops slower than on the Hugoniot. If we follow the material state as the shock wave 

comes and leaves, the following scenario emerges. When the material is shocked, its 

pressure and entropy increase along the Hugoniot. In the rarefaction stage, the pressure 

drops along the isentrope. However, the pressure decrease is not as fast as during the 

compression, thus, when it reaches original volume (density) V,], the pressure is higher 

than P,. This is equivalent to saying that the final temperature is higher than at the 

beginning, before the shock wave came. The increase in internal energy comes from the 

shock wave energy. Therefore, even in the absence of thermal diffusion, there would be 

Iheating by shock waves. This may have a significant impact because hydrodynamic 

motion is one of the fastest processes in the laser ablation. 
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In order to estimate how significant this effect is, we calculated shock wave 

pressure needed to start melting of aluminum and copper. We begin by deriving 

expressions for temperature evolution along the isentrope and Hugoniot. 

Let us consider the thermodynamic identity 

TCIS = dE + P d V .  (3.10) 

The expression can be simplified, if we consider Helmholtz free energy of the solid 

material [Landau691 

F = E,(V) + 3 N k , T l n t x ~ ~  T I '  (3.1 I )  

The first term is the contribution of interparticle interactions, it is a function of distance 

between molecules, and thus it depends on volume only. The second term is the 

contribution of phonons that are considered in a high temperature limit: as a collection of 

classical oscillators with constant heat capacity and typical frequency xk,B, /A,  where x 

is a numerical coefficient. The thermal contribution of electrons can be omitted for 

moderate temperatures. Internal energy and pressure are calculated as 

Thus the energy is 

E =  EL(V)+3Nk,T= Er(V)+C,T=E,(V)+ET(T) 

(3.12) 

(3.13) 

and pressure 
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where coefficient r(V) 

(3.15) 

is called the Gruneisen gamma. It is a weak function of volume and for many metals its 

value is close to two. Substituting expressions (3.13),(3.14) into (3.10) we get 

1 1 dT dV 
T T T V 

d s  = - ( d ~  + P ~ V )  = - ( d ~ ,  + p,.dv) = c, - + rc, -. (3.16) 

The differential equation that describes temperature change along the isentrope (dS= 0) 

immediately follows: 

T =-r(v)-. 
dV s V 

(3.17) 

Solution of these equations depends on the particular model used for the Griineisen 

gamma. There are a variety of experimental models. The simplest one is to choose a 

constant Griineisen gamma. Another popular choice is to set it proportional to the volume 

V r(v) = r, -, 
v, 

where V,  is a reference volume at normal conditions. We use a linear model of gamma 

[Royce7 11 

r(v) = r,) + cl-, V - v ,  (3.18) 
VI 

since there is data availability for many materials [Steinberg91]. Parameters r;, and n are 
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measured experimentally [Steinberg9 11. 

In this case the solution of equation (3.17) is 

(3.19) 

The formula describes change of temperature when material is compressed or expanded 

adiabatically. Next we are going to derive formula for temperature change along the 

Hugoniot. 

Using identity (3.10) on Hugoniot, we obtain 

( 3  2 0 )  

Substituting from jump condition (3.4), the expression for internal energy as a function of 

pressure and neglecting initial pressure Po,  the formula for entropy change is simplified to 

(3.21) 

Formula for the shock pressure as a function of volume can be derived for materials that 

have available experimental data on measurement of shock velocity versus particle 

velocity behind the shock front (equivalent to measurement of the equation of state). This 

data ol‘ten conforms with high accuracy to the equation 

U,hd = A + 4 7 
( 3  2 2 )  

where A and b are material specific coefficients [Kinslow70,Marsh80,Steinberg91] 
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(initial particle velocity zio is zero). Using jump relationship (3.2) and (3.3) and the 

equation for shock velocity (3.22) the following formula for Hugoniot pressure is derived 

where parameter q = 1 - V/q l  . Substituting this expression in (3.21), we get 

From equation (3.16), the entropy change along the isentrope can be also expressed in 

terms of heat capacity and the Gruneisen gamma. Combining these equations we derive a 

differential equation that describes temperature change along the Hugoniot 

(3 2 5 )  

This is just an inhomogeneous version of equation (3.17). Solution of (3.25) is 

where function 6T is 

(3 27)  

When the compressed material expands adiabatically, its temperature evolution is 

described by formula (3.19). Comparing (3.19) and (3.26) we can see that ST(V) is the 
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residual increase of material temperature after going through compression and relaxation 

by the shock wave. 

Before proceeding with the calculations of heating by a shock, we need to derive 

a formula describing the melting temperature as function of volume. It will allow us to 

find the location of the liquid metal region relatively to Hugoniot and isentropes. 

Lindemann [Mott5S ,Iida88] suggested that the following law describes the material 

melting 

(3.28) 

where a is material specific constant. The reasoning behind this formula is quite simple. 

Lhdemann postulated that melting occurs when the amplitude x of atomic oscillations in 

the lattice reaches a certain fraction of the interatomic distance X. The average potential 

energy of an oscillator is [Landau761 

The oscillation frequency w is proportional to the Debye frequency 80. Interatomic 

distance can be expressed as V2'3, thus the formula (3.28) appears. Taking the derivative 

of the melting temperature with respect to volume, we obtain the differential equation 

(3.29) 

Solving this for our particular model of gamma (3.18), an expression for the melting 

temperature as a function of volume is derived 
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(3.30) 

When the material is heated, its equilibrium volume is slightly larger due to 

thermal expansion. We need to include this factor by employing formula 

= Vo + B(T - TI) ,  (3.3 1) 

where is coefficient of volume expansion. 

Table 3.1 lists parameters needed for our calculations for aluminum and copper. 

Initial temperature was set to room temperature 293K. 

K K-' JigK -; 
1.489 

I I I 

Table 3.1: Aluminum and copper parameters needed for calculation of material heaLing 

by a shock wave. The data is from [Gray63,Steinber~91]. 

Figure 3.5 shows calculated temperature on Hugoniot and isentropes as a function 

of aluminum density. Melting curve and equilibrium curves at atmospheric pressure are 

also included. When the material is shocked, its temperature increases along the 

Hugoniot. For density increase up to 10% it  is practically indistinguishable from an 

isentrope, however once the density is 20% above normal, temperature on the Hugoniot 

begins to increase much faster. When the shocked density reaches approximately 
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3 lops there are three zero velocity zones. They correspond to the initial depths of 40nm, 

44.6nm, 500nm and 39nm, 295nm, 1300nm respectively. The material velocity changes 

it13 sign several times. The explanation for this behavior can be found if we compare the 

velocity plot (Figure 3.14) with the pressure plot (Figure 3.10) for the same case. The 

positive velocity spike at large depth is associated with the shock wave. Once the 

compressed material expands, material velocity drops and changes its sign. 

- 1.2 io5 
/ I  i 

L -  150ps / I  A 

0.1 1 
Initial z [ pm ] 

Figure 3.14: Plots of material velocity versus initial coordinate 70ps, 1SOfs and 310ps 

arter the ablation with SOOnm, IOOfs, normally incident laser pulses with 2.SJicm’ 

fluence. 

However the temperature behind the compressive pulse is low and the density is close to 

the solid density. Thus a negative pressure appears and begins to decelerate the outward 

flow. In this case it  stops the material completely and the second zero velocity zone 

appears. Since there is an expanding plume, the velocity passes through zero again and 

there are three zero velocity zones in total. The first two zones appeared because of the 



action of the material strength, thus it is reasonable to assume that the removal estimate is 

given by the last one. It is encouraging to see that from 15Ops to 310ps the value 

practically doesn't change and stays at approximately 40nm. Also, it is below our upper 

estimate of 153nm. 

The zero velocity zone criterion seems to be reasonable. However, it doesn't give 

enough physical insight. Thus, the results for each run must be visually inspected and one 

has to use other factors in deciding which of the zones to use to estimate the removal. The 

answer.to our problem is hidden in the irregular behavior of the material density and 

temperature that can be seen in Figure 3.13. The curves for 150ps and 310ps look like 

there is some sort of numerical instability around z-100-200nm. The parameters 

experience significant fluctuations. The density drops from solid-like values to close to 

zero and then jumps back and this can happen several times. We  are observing the effects 

of the liquid-vapor phase transition and the density fluctuations seen are caused by a 

physical instability. To understand these effects lets review an equation of state in this 

region. This will also help us to introduce a better criterion for the estimate of the 

material removal. 

Pressure of an ideal gas is described by the equation 

p=-,  Nk,  T (3.43) 
V 

where N is the number of particles in  the volume V.  In ideal gases, the influence of the 
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potential interaction between atoms and molecules is very weak. However, when the gas 

temperature drops or volume decreases, we can no longer neglect potential forces. Th~is 

the equation of state must be modified. If the gas is not very dense, the formula for the 

pressure can be expressed as an expansion in terms of 1 / V [Landau591 

+...) Nk T [  NB(T)  N’C(T) 
p = L  1+-+- 

V V V’ 
(3.44) 

The coefficients B ( r ) ,  C(T), . . . are called virial coefficients and describe the effects of 

collisions in  groups of two, three, four etc. molecules. Virial coefficients are material 

specific and can be expanded in terms of 1 / T .  Keeping only the first two terms, the 

approximation for B( r )  becomes [Landau591 

a B(T)  = b - -, 
k,T 

(3.45) 

where coefficients b and a are positive. Thc first term describes the fact that the molecule 

occupies a finite volume (i? is an effective volume of the molecule). The second term has 

a negative sign and describes the effect of the potential attraction that causes the matter to 

condense and become liquid when the temperature decreases. Neglecting higher order 

virial coefficient and substituting expression (3.35) in (3.44) we arrive at 

(3.46) 

In this approximation the voliime occupied by the gas is much larger than the total 

volume occupied Nb so the expression in second parenthesis on the right hand side can be 
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expanded. We finally obtain 

(3.47) 

This is van der Waals’ equation of state [Landau591 that provides a correct qualitative 

description of the material behavior in the liquid-gas region. There are many equations of 

this type; this is one of the simplest. 
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Figure 3.15: Plot of van der Waals isotherms (black solid curves). The orange dot is the 

liquid-vapor critical point. Green curve is the binodal - the boundary of the liquid-vapor 

coexistence region. The pressure in this region does not depend on volume (black dashed 

line) and i t  is calculated in such a way that the two shaded areas are equal (the so-called 

Maxwell’s construction). In the picture the areas don’t look equal only because i t  is a log- 

log plot. 

Liquid and gas (vapor) are two distinct phases of matter. However there is nothing 

in the equation (3.47) that distinguishes between them. Further analysis is needed for 

proper description of the phase transition. Figure 3.15 shows a plot of the van der Waals 



141 

pressure isotherms. There are two types of curve. One corresponds to a high temperature, 

when the pressure decreases monotonically with increase in volume. The second appears 

when the temperature is below some critical temperature. In this case two pressure 

extrema are present. When the material expands, the pressure initially drops, then 

increases and then drops again. However the region 

can not be realized by matter in homogeneous equilibrium. In other words, it can not be 

rcpresented by one material phase. The reason is quite simple. Suppose such a state 

exists. When a fluctuation of material density appears (they are always present due to the 

statistical nature of the problem), the pressure increases in the less dense region. 

Simultaneously the density of the neighboring material increases and the pressure drops. 

This pressure difference stimulates further expansion of the less dense part; thus such a 

state is unstable. The expansion stops when an equilibrium state different from the one 

described by van der Waals equation is reached. At this point the material is a liquid- 

vapor mixture. 

The process of finding a new equilibrium state in the mixed phase region is called 

Maxwell’s construction [Landau59]. The pressure i n  this region is a constant function of 

volume and its value Ptc, for a particular temperature is found from the equation 



Derivation of this equation is based on the condition that the chemical potential of the 

system is constant [Landau59]. Volumes V, and Vz that designate the boundary of the 

liquid-vapor region are also found from this equation. The boundary of the mixed phase 

region is called the binodal. In Figure 3.15, it is shown as the green curve. The point 

where the two sides of the binodal come together is called the liquid-vapor critical point 

(:shown as an orange dot in Figure 3.15). Material parameters that correspond to this point 

are called critical, for instance, the critical temperature. In is often convenient to 

renormalize all the parameters in terms of their critical numbers. Therefore van der Waals 

equation becomes 

( P' + - 3 \  (3V' - 1) = 8T' , 
\ VI')  

(3.48) 

where P' = PI 4, V' = V I  y ,  T' = T i  T, .  The units in Figure 3.15 are normalized. If the 

rnaterial temperature is above critical, there is a smooth transition from liquid to vapor 

during the expansion. If the temperature is below critical, a new vapor phase appears in 

the form of bubbles upon crossing the binodal. As the volume increases, the fraction of 

the material in the gas form increases too and, when it crosses the binodal for the second 

time, it  is completely vapor (here we use terms vapor and gas interchangeably. Typically 

a nonideal gas is meant by vapor). 
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We have to notice that the mixed phase region is larger than the unstable region 

;tp/dV > 0.  The boundary of the unstable region is called the spinodal. This curve lies 

inside of the mixed phase region and by definition is a locus of points dP/dV = 0 .  It 

touches the binodal only in one point - critical point. Since these two regions are not the 

same, during fast volume change a material can follow the van der Waals EOS inside the 

mixed phase region and continue to be homogeneous, for instance, liquid. The expansion 

is fast, thus there is no time to settle on the equilibrium liquid-vapor state. We have either 

superheated liquid or supercooled vapor. When the spinodal is reached, the physical 

instability quickly creates phase separation. However, if the liquid temperature is not very 

high, the pressure can become negative before reaching the spinodal (for van der Waals 

€?OS this happens if T<O.85TC). Superheated liquid exhibits tensile strength and the 

expansion can be stopped. This is called a metastable state. The expansion can continue if 

the material transforms from a liquid, metastable state to a stable, liquid-vapor mixed 

>,tate. However, the expansion speed becomes noticeably smaller, since the sound speed 

drastically decreases when gas phase appears (sound speed in gas is mach smaller than 

sound speed in liquids and solids [Gray63]). 

To see how these effects are relevant to the USLP material removal, let's follow 

the evolution of the material state on the schematic (T,p) phase diagram (Figure 3.16). 

The diagram shows us the qualitative behavior of the material heated by different energy 
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Figure 3.16: Schematic (T,p) phase diagram describing material evolution in USLP ablation. 

Temperature and density are expressed in term of their critical values. Gas-liquid region is 

calculated with van der Waals equation. Green line bounding gas-liquid region is the binodal; blue 

line is the spinodal; red line with square markers is P=O curve. Solid red line correspond to a 

materid state with P=l bar (material expansion at normal pressure). Green lines show boundaries 

of the liquid-solid region. Solid black lines show isochoric (V,p=const) USLP heating and the 

expansion atliabats. Orange dots are I :  normal state (room temperature, P= l  bar); 2: point where 

negative pressure appears outside of the unstable region of the van der Waals equation; 3: critical 

point. Numbers in circles ai-e explained in the text. 
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IJSLPs. Before the absorption, the material is in the normal state (orange dot # l ) :  room 

temperature and normal density (P= 1 bar; Obar if in vacuum). For aluminum, critical 

parameters are T,=5700K, pc=0.5 lgicm’ [Sesame83], thus the normal parameters are 

p,/p,-5.2, T,,/T,-0.052. For simplicity, we assume USLP heating to be isochoric 

(V,p=const; expansion during the absorption and shock compression is neglected). The 

expansion begins after the pulse is over. If we neglect thermal transport, the expansion 

proceeds along the material isentropes. Numbers in circles show different expansion 

adiabats. The first adiabat would correspond to a case similar to that described in Figure 

2.18, Figure 3.7 and Figure 3.12: low fluence absorption. Peak temperature is very low 

and the material always remains solid. Upon the expansion it reaches a new equilibrium 

state located on the red curve (equilibrium at P = l b a r ,  if in vacuum - P=O) and the 

expansion stops. In the absence of spallation there is no material removal. This is the case 

when a bipolar pressure pulse is launched. Higher fluence absorption is described by the 

curve number 2. The material is melted during the heating and the equilibrium point is 

also in the liquid phase. Since the temperature is rather low, there should be no material 

removal (unless there is a hydrodynamic instability that distorts the material surface and 

inelt splashing appears). Adiabat number 3 comes into a region where the material 

expanding at the fixed pressure (red curve) reaches the binodal. We don’t see this in the 

diagram because the gas-liquid region was calculated with van der Waals equation and 



the normal expansion curve is calculated from the experimental behavior of aluminum. 

Obviously this is a region where an equation of state better than van der Waals EOS must 

be used. The point where the lbar expansion curve (red solid line) reaches the binodal 

corresponds to a material boiling at lbar. For aluminum this happens at T=2540K-0.45TC 

[Gray63]. If we use an equation of state without the Maxwell's construction, the 

expansion stops and there is no removal. Higher laser energy corresponds to the curve 

number 4. It still reaches the binodal in the region where the liquid can withstand some 

te,nsion: In order for the expansion to be stopped, the material must go inside the mixed 

phase region, where negative pressure appears (this works if the material is in the 

metastable state). If the expansion velocity is high, the material can reach the spinodal 

and gas phase may appear. Expansion curve number 5 reaches the gas-liquid region 

below the critical point, but above the point where the material can develop negative 

pressure. Thus it goes straight in the unstable region bounded by the spinodal. Once it is 

there, the physical instability breaks the homogeneous liquid into a mixture of gas and 

liquid. Effects of this instability can be seen in Figure 3.13. Material heated to an even 

higher temperature (#6) passes above the critical point and expands without experiencing 

low temperature effects. Figure 3.17 shows a (T,p) diagram with evolution of several 

material zones in a HYADES calculation for F=2.5J/cm2 laser pulse (same case as in 

Figure 3.13). The picture shows the type of behavior we just described (in addition, 

compression by the shock and effects of the initial expansion are visible). 
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Figure 3.17: (T.p) diagram describing evolution of material zones after ablation with 

SOOiim, IOOfs, normally incident laser pulse with fluence 2.5J/cm2. Material is aluminum. 

Calculation time is 400ps. The labels show initial coordinate of the zone. Orange dots are 

1: normal state (p,,=2.7g/cm3, T=300K); 2: a point where negative pressure appears 

outside of the unstable region(p,=0.73g/cm3, T-0.45eV [SesameX3]); 3: critical point 

( p O ~ . 5 1 g / c m 3 ,  T = O . ~ ~ V  [Sesame83]). 

Especially interesting is the evolution of the two pairs of zones that correspond to the 

initial coordinates of approximately 33nm and 40nm. These are adjacent zones, however, 

when they get into the gas-liquid region, they experience very different fates. One 

continues expansion as a gas, the other becomes liquid. On the other hand, material zones 

that pass above the critical point smoothly transform from liquid to gas without sensing 

the effects of the material strength. Such behavior shows that the liquid-vapor critical 
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point can be used for the indication of the amount of material removed [Zel'dovich67, 

VidalOl]. In particular, we suggest to estimate the depth of the material removed as the 

initial coordinate of the deepest zone that expands as a gas. This zone has a final 

temperature and density below critical. The material that has a smaller initial depth 

becomes an ablation plume and is considered to be removed. Even if there is some 

condensation in the plume, the liquid droplets have no way to stay with the bulk. On the 

other hand, the deeper part of the material remains liquid and has no way to become gas, 

because it is already cold and experiences effects of the material strength. For the 

calculations represented by Figure 3.17 the material removal is estimated as 39nm. This 

i s  the same number we obtained using the zero velocity zone criterion. Out of these 

39nm, a 3Snm layer is removed as a pure gas (i t  has no liquid droplets) and the rest is a 

gas-liquid mixture. 

We have to say that this criterion serves only as an estimate. Gas bubble 

formation is essentially a three-dimensional process - our simulations are one- 

dimensional. The hydrocode deals with matter in  thermodynamic equilibrium and doesn't 

know anything about phase dynamics - the best we can do is to use an equation of state 

that doesn't have the Maxwell's construction. We do not account for the possible effects 

of hydrodynamic instabilities on the gas-liquid boundary (the reason for melt splashing). 

Effects of material evaporation from the surface of the liquid are also omitted. However, 
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USLP ablation creates a relatively thin melted layer (when compared to the long pulse 

ablation) that cools off quickly, thus we can hope that these effects are not dominant. 

Since it is crucial to have a quantitatively correct description of the liquid-vapor 

rl=gion, we have to point out that a popular quotidian equation of state [MoreSS] very 

often gives an incorrect prediction of the critical point (for example for aluminum it gives 

TL-l S e V  versus experimental data Tc=0.5eV) or the liquid-vapor region is absent 

completely. One has to use the Sesame EOS [Sesame831 (as we did for aluminum) or use 

the modified quotidian EOS [Young95]. 

To  demonstrate this criterion, we apply i t  to the calculations of ablation of 

aluminum with lOOfs, SOOnm, normally incident USLPs - the same calculations we used 

to study absorption (section 2.7) and pressure waves (section 3.4). After the pulse is 

absorbed, the calculations were continued for time up to a nanosecond until the plume 

cools off enough for the material to reach the gas-liquid region. Once the material passes 

through the unstable zone, we can calculate the depth of the material removed as gas and 

total removal depth in the form of gas and liquid. For completeness we also calculated the 

depth of the melted layer at the end of the run. Although the spreading of this layer has 

not stopped yet, i t  is significantly slowed down, since the thermal diffusion length is 

proportional to &. Figure 3.18 shows a plot of these parameters, together with 

absorption, versus the absorbed fluence. The calculations show that the removal appears 

lor laser fluences above 0.6J/cm2 (shaded region on the left shows no removal zone). At a 
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3.84gicm’ (p/p,=l.4), Hugoniot intersects an isentrope that crosses equilibrium curve at 

the point 
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Figure 3.5: Left plot: (T,p) diagram with Hugoniot (H, blue), melting (M, red), 

equilibrium at atmospheric pressure (E, black), and isentrope (So and S,,,, green) curves 

for aluminum. Right plot: Temperature along the Hugoniot of aluminum as a function of 

shock pressure. 

where melting begins. It corresponds to the shock pressure of 623kbar. This number is 

dose  to 608kbar obtained in calculations with different equation of state [Henis93]. Since 

the melting curve stays above the Hugoniot and isentrope, the material remains solid 

during the whole cycle of compression and expansion. In order to melt aluminum 

directly, the shock pressure must be above 931kbar. The melting occurs at 4.14g/cm3 

density and 3600K temperature. It was calculated [Henin931 that complete melting of 
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aluminum on release occurs for shock pressure above 790kbar. 
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Figure 3.6: Residual temperature increase in aluminum and copper as a function of shock 

pressure. 

Figure 3.6 shows the residual temperature of aluminum and copper as a function of shock 

pressure. Up to pressures of lOOkbar (Al) and 200Kbar (Cu) there is practically no 

heating: the Hugoniot is approximately an isentrope. Melting of copper on shock 

relaxation begins when the shock pressure is 1.36Mbar. This corresponds to the 

compressed density 12.73g/cm3 (p/pO-l .43). Like aluminum, copper stays solid during 

the whole cycle (its (T ,p)  diagram is qualitatively the same as the one for aluminum in 

I3gure 3.5). Melting of copper on compression occurs at a density of 13.66g/cmi and 

temperature 5727K. It corresponds to the shock pressure 2.08Mbar. 

Reaching pressure in the Mbar range with conventional means, like explosives or 
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short pulse lasers, is difficult. However, we saw in the previous section that USLP 

ablation with fluences of only a few J/cm’ generates Mbar pressures. Figure 2.23 shows 

that tens and hundreds of Mbars of pressure are within reach. This pressure does drop 

with shock propagation into the bulk of the material (and quite significantly as Figure 3.2 

shows). However, for moderate and high energy USLPs, the shock waves are an energy 

transport mechanism competing with thermal diffusion in the near surface zone. In fact, 

due to the high velocity of propagation, they may dominate energy deposition in the bulk. 

3.4 Evolution of USLP generated shock waves 

Laser induced pressure pulses can be interesting for a variety of applications. In 

this section we study behavior of the pressure pulses as a function of propagation distance 

and laser fluence. First, let us describe material response in the two extreme cases of 

laser-material interaction: ablation with small and large pulse energy. The meaning of 

small and large is explained further in the text. 

We consider two simulations of ablation of aluminum by normally incident laser 

pulses that have lOOfs pulse width and 800nm wavelength. The low energy pulse 

intensity is 10”Wicm’ and fluence is 0.106Jicm’. Absorption of this pulse is described in 

detail in section 2.7 and evolution of the major material parameters during the absorption 

is presented in Figure 2.18. The figure shows that at the end of the laser pulse a surface 

layer approximately 50nm thick (width of the electron temperature profile) is heated. 
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Figure 3.7: Evolution of USLP generated pressure in aluminum. Laser pulse parameters 

are 800nm wavelength, IOOfs pulsewidth, 0.1J/cm2 fluence. Laser is incident from the 

left and the material originally occupies region z>O. Oscillations in the tail of the pulse 

are numerical noise. 

The temperature increasc raises material pressure and launches a pressure wave 

propagating into the material. Assuming sound speed does not change significantly, the 
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pressure pulse forms and leaves the heated zone in a few tens ofpicoseconds. Figure 3.7a 

describes this initial stage. We can notice that the pressure peaks after the pulse is over. 

From 0.2ps to Ips it has the same exponential-like profile, but increases in width and 

amplitude. During the absorption most of the deposited energy is stored in the electrons, 

which do not create significant pressure in this range of tcmperatures. As they transfer 

energy to the lattice, the pressure profile develops. After Ips, effects of the free surface 

and material expansion become visible. Since the external pressure is zero and the 

material is free to move, increase in the thermal pressure P ,  causes the material to 

expand. However, the cold pressure P,, created by the interparticle interaction, is negative 

in the expansion (tensile stress) and counteracts effects of the thermal pressure. The 

niaximum tensile stress, which a material is capable of developing, is called a tensile 

strength. If the thermal pressure is very high, it can overcome particle attraction, which is 

significant only within relatively small variations of volume, and the material expands as 

if it were a gas. Otherwise, the expansion stops at some level and the material contracts 

back to an equilibrium volume, albeit a different one from the original, because the 

material is still heated. The maximum thermal pressure the material is able to withstand 

can be estimated using the cohesive energy and the bulk modulus. The cohesive energy 

( J ,  is the enerzy required to form separated neutral atoms from the solid at zero 

temperature and its typical value is approximately 300kJ/mol [Kittel96]. The bulk 

rnodulus B is a coefficient relating compressive pressure to the relative volume change 
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It is on the order of IO”dyne/cm’=lMbar [Gray63]. Energy required for the expansion is 

P6V. Setting this energy equal to the cohesive energy and expressing SV from the 

formula for the bulk modulus, we arrive at an expression for the maximum tensile stress 

the material can develop 

P = J W .  

Cirady [Grady88] gives a formula that is different only by a numerical coefficient 

P = J u , B p I s .  (3.32) 

The product pU, has a similar value for many materials: 30kJ/cm3=0.3Mbar [Gray63]. 

Thus,  the maximum tensile stress is approximately 200kbar. In our case the thermal 

pressure is noticeably smaller, so the expansion of aluminum is limited. 

In order to stop the material movement, negative pressure appears. When the 

expansion is stopped and material contraction begins, a negative pressure pulse forms and 

follows the positive pressure pulse in the propagation into the bulk of the material. This 

pressure waveform is called a bipolar pressure wave. In our case the amplitude of the 

pressure variation is 2Okbar. Propagation of this wave at a longer time is shown in Figure 

3.7b. The pressure pulse has already left the heated surface zone, which had its 

temperature go above the melting temperature only briefly for a few ps after the 

absorption. During the propagation, there is gradual steepening and shock formation. 
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Since the variation in sound speed is small in this range of pressures, this process is quite 

slow: 200ps after the absorption the shock at the front of the pulse is not yet formed. The 

amplitude of the wave slowly decreases in addition to some spreading of the pulse (at 

300ps, full  width is approximately 400nm - up from an initial 200nm). Bipolar pulses are 

also observed in the long pulse (ns) laser absorption, however, as in the case of regular 

pressure waves, their width is determined by the width of the laser pulse. In the USLP 

case it is determined by the initial width of the pressure profile. 

If the laser-generated pressure is weaker than the material strength, this kind of 

pressure wave formation and propagation is typical. This is what we meant by small laser 

energy absorption. Next, lets review a situation when the complete opposite is true - a 

case when the thermal pressure is much larger than the cold pressure: ablation with a high 

fluence pulse. Laser fluence was set to 700J/cm2. The absorption was 23.15%. In this 

case, most of the interaction occurs with the plasma and the electron and ion temperatures 

at the pulse peak reach 275eV and 24eV respectively. The pressure at the same moment 

peaks at 160Mbar. The formation and initial evolution of the pressure pulse is shown in 

Figure 3.8a. The pressure pulse propagates very fast and by 5ps it leaves the surface 

heated zone and the shock wave is already formed. The pulse has a triangular-like form 

and i t  noticeably widens and drops in amplitude along the propagation path (see Figure 

3 2%). 
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Figure 3.5: Evolution of USLP generated pressure in aluminum. Laser pulse parameters 

are 800nm wavelength, lOOFs pulsewidth, 700Jkm' fluence. 

However, even I n s  after the absorption, the peak pressure is XOOkbar (enough to 

completely melt aluminum on the expansion). The peak is located at 12pm from the 

original surface. This corresponds to an average supersonic propagation velocity of 

12kmis. According to the formula (2.26) the thermal diffusion length after Ins is 
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approximately l p m .  This is a regime where energy transport into the bulk is dominated 

by the shock. 

In order to understand the evolution of the pulse, we plotted peak pressure of the 

shock wave, its location, and the width of the pulse (defined as the full width at half 

maximum) versus time (see Figure 3.9). 
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Figure 3.9: Evolution of the parameters of the USLP generated shock wave in  aluminum 

Laser pulse parameters are SOOnm wavelength, I OOfs pulsewidth, 700J/cm2 fluence. 

On the log-log plot the curves look like straight lines. This means the parameters have 

power law t" time dependence. In addition to this, the width of the shock and its position 

have a similar dependence on time. Fitting the data reveals that there are actually two 

regions. For the multi Mbar regime (from lops to 10Ops) the following fit was obtained 
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(3.33) 

In the formulas the time is in picoseconds. For the time after IOOps, when the pressure is 

on the order of Mbar or lower, the fit gives 

-0 595 0.757 
z ,  = 2 . 0 8 j l m ( ~ )  t (3.34) 

0.687 

w = 0.S36pm ~ 

The high pressure region is especially interesting. Except for the negative sign in the 

pressure fit,  powers a are the same for pressure, distance and width and equal to 

approximately 0.68. In this case the pressure is proportional to the inverse of the shock 

position: PP-1/z,,. Once the pressure drops to a Mbar range, shock propagation accelerates 

and the decrease in the pressure slows down. Power law dependence on time is still a 

very good fit, but the powers are somewhat different. 

The behavior of the USLP generated shock in the multi Mbar regime is universal. 

For different pulses (as long the amount of the deposited energy is significant), different 

materials (for example copper) the shock parameters as a function of time are described 

by the power law with the same power a - 0.66-0.65. 

This kind of pressure evolution can be explained using a self-similar solution of 

liydrodynamic motion of an ideal gas. In the previous section we showed that the material 
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pressure and energy can be split in cold and thermal parts. The cold part, dominant at low 

temperatures, is a function of volume only. On the other hand, the contribution of thermal 

effects grows with temperature and at some point becomes much larger than the potential 

interaction. In this case, the material response is that of an ideal gas. In fact, in some 

cases, material behaves as an ideal gas even at low temperature. If the Gruneisen gamma 

I'can be modeled as a constant function of volume, adiabatic compression is described 

by the solution of the equation (3.17) 

This is a formula for isentropic compression of an ideal gas with isentropic exponent 

i.=r+l [Landau69]. Therefore, hydrodynamic solutions obtained for an ideal gas are 

relevant to our problem 

Hydrodynamic motion of an ideal gas in the planar case is described by the 

following equations [Zel'dovich67] 

du dll 1 dP -+u- -e-- = 0 
dt  dz  p dz  

(3.36) 

d d - - In (PpP)  + u-ln(Pp-Y) = 0 
dt dz  

where thermal transport (thermal diffusion, etc.) is omitted for simplicity. Suppose one 

found a solution for a particular problem 
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p = J ( Z , t ) ,  p = f i ( z , t > ,  u = h(z,t>. 

The equations (3.36) admit several similarity transformations that allow to get a different 

solution from a known one, in case initial and boundary conditions are also properly 

transformed [Zel'dovich67 ,Sedov93]. For example, multiplying density and pressure by a 

factor k and leaving the remaining variables unchanged does not change the equations 

(3.36). Therefore functions 

lJ = Q ( z , t > ,  p = W*(z,t>, u = &(z , t> .  

are also solution of the hydrodynamic equations. Other possible similarity 

transformations are scaling of time and length. Applying these transformations in 

succession one can obtain an infinite number of solutions. It is important to note that the 

equation of state must also allow these transformations (this is the case for an ideal gas). 

The hydrodynamic equations also admit a type of motion, which is similar to 

itself. The self-similar solutions describe a motion such that only scales of the parameters 

depend on time, but the profiles (shape and form) remain the same. It often represents 

asymptotic behavior of solutions that are not self-similar at the beginning. Self-similar 

solution can be represented as [Zel'dovich67 ,Sedov93] 

where Z( t )  is the length scale and p,(t) is the density scale. Functionsf describe spatial 

profiles of the parameters. Substituting (3.37) in (3.36) we obtain 
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where f ' ( E )  describes derivative with respect to variable 

(3.38) 
= o  

E .  Self-similar solutions are 

possible if there is a separation of variables. In order for this to happen, for example in 

the second equation, the following condition must be satisfied 

-- - const. 
z d 2 Z  

(dZldt) '  dt2 
(3.39) 

If the constant is different from one, the solution of this equation is 

Z ( t )  = At", (3.40) 

where A and a are constants. A similar condition for the function po yields 

p,,(t) = BtP > (3.41) 

where B and /3 are also constants. Thus, there are self-similar solutions with parameters 

changing as a power function of time. 

In order to verify that the behavior of the shock observed in the high energy 

USLP ablation is self-similar, we need to look at the evolution of the peak position and 

width of the shock. The self-similar pressure is 

Since the shape is preserved, we obtain 
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9, = BA'n ' l~+' (" - ' ) f ; (~ , , ) ,  ;,, = At"Ep, w = At"(E/, - E , , ? ) .  

Thus, for a solution to be self-similar, the position of the pressure peak and its width must 

have the same time dependence. This is what we observe from our simulations in  the 

multi Mbar regime. The constant a is approximately 0.66-0.68 and the constant @ is zero. 

When the pressure drops in the Mbar range, shock behavior is no longer self-similar; 

however power dependence of variables on time is still a good description. 

Material response in our problem is analogous to the motion of a gas under the 

action df an impulsive load. This kind of motion arises when a gas filling a half-space is 

exposed to a short pressure pulse created by some means, for example a piston push or a 

detonation of explosive at the surface [Zel'dovich67]. When the evolution time becomes 

much larger than the pressure pulse length, the behavior of the shock is self-similar. This 

is the case in USLP ablation. Analysis of the self-similar solution shows [Zel'dovich67] 

that thc similarity exponent /3 is zero and similarity exponent a must be in a very narrow 

range 

(3.42) I 2 
2 3 
- < < < - .  

In the high power USLP ablation exponent a is 213. 

In moderate fluence ablation both power law dependence and effects of the 

material strength are observed. Figure 3.10 shows a plot of pressure versus distance at 

different times after ablation of aluminiini by a laser pulse with fluence 2.5J/cm' (all 
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other parameters are the same as in low and high energy ablation). The absorption is 19% 

and the peak electron and ion temperatures are 7eV and 1.7eV respectively. The pressure 

reaches a maximum of 1.3Mbar l00fs after the pulse peak. By lops it  drops to 500kbar. 

After that the evolution of the shock wave parameters can be described by the fit 

n 80 q, ,- 2Mba1-t-~)', 2, = 13nmt , w = 10nmt"57, 

where time is picoseconds. 

500 

400 

300 

200 

100 

0 

1 ops 

70ps 
1 lops 
2 1 ops 

40ps 

- - - - -  
3 1 Ops 
fit to peak 
pressure 

- - - - -  
- - - - -  

0 0.5 1 1.5 2 
z [ P I  

Figure 3.10: Evolution of pressure in aluminum, generated by the laser ablation with 

SOOnm, 100fs, 2.5J/cm', normally incident USLP. Black dashed curve shows a power 

time f i t  to the shock peak. 

Combination of these formulas gives peak pressure dependence on its coordinate as 
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where z,, is nm. Pressure pulse propagation speed is approximately 9km/s at lops.  It 

decreases with time and eventually approaches the sound speed (longitudinal sound speed 

in aluminum is 6.4km/s) and become constant. In this regime, the shock is called a weak 

shock. The pressure of such a one-dimensional wave has an asymptotic behavior 1 / & 

[Courant77,Landau59] and the pulse width increases as A.  Since the shock speed is 

practically a constant, pressure decays as 1/&. The damping effect is caused by the 

nonadiabatic nature of the shock and by the action of the rarefaction wave. 

When the shock propagates into the bulk, the material behind is relatively cold 

and can withstand some tensile stress. Therefore, when the compressed material expands, 

it goes into the negative pressure region, creating a negative pressure component of the 

pulse. This part is much wider and weaker than the shock (it is also visible in Figure 3.2). 

In fact, because of the laser heating, we never see negative pressures that are comparable 

to the cold material estimate (3.32). Since the total pressure developed in the materi a 1 i s a  . 

sum of cold and thermal parts, increase in the thermal pressure lowers the maximum 

tensile stress the material can withstand. 

Figure 3.1 1 shows evolution of the peak pressure versus time for several cases of 

ablation of aluminum with 800nm, lOOfs pulses. Laser fluence range from 1 .3J/cm2 to 

lkJ/cni’. The maximum pressure appears close to the peak of the laser pulse (t=0.2ps). 

Then there is a transition pcriod, when the electron-ion energy exchange occurs and the 

shock wave forms and leaves the heated zone. The higher the pressure, the faster the 
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transition to a power law region. The pressure fit exponents change from -0.5 for 

moderate energy to -213 for high energy ablation. 
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Figure 3.11: Evolution of peak pressure of the pressure wave generaled in aluminum by 

the laser ablation for several different fluences (light wavelength is 8OOnm; pulse width is 

lOOfs and the peak is at 0 . 2 ~ ~ ;  normal incidence). 

After examining evolution of the pressure pulses generated by the USLP ablation, 

the following conclusion can be made. At the low laser fluences, when peak pressure is in 

the tens of kilobars range and the effects of material strength are significant, the 

generated pulses have a smooth, double extremum form. This is the so-called bipolar 

pressure wave. It is essentially a double pulse with positive pressure pulse being followed 

by a similar in amplitude, but a negative pressure pulse. Since the pressure is relatively 

small and the sound speed is practically not affected, shock formation is delayed and the 

pulscs can propagate at a constant speed for significant distances and without noticeable 
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damping. Increase in the laser fluence results in the generation of higher pressure pulses 

and accelerated shock wave formation. Simultaneously, higher material temperature 

lowers material strength, thus the negative pressure part becomes much smaller than the 

leading, positive pressure pulse. This pulse has a triangle-like form. Despite the fast 

shock formation and pressure in the hundreds of kilobars range, the shock wave velocity 

does not deviate significantly from the sound speed (traveled distance z - t ) .  Appearance 

of the shock means that the motion is not adiabatic and noticeable pressure wave decay 

appears'. Asymptotically the pressure decreases as I / & and the pulse width increases as 

4.  The same dependencies expressed in terms of z are l / &  and & respectively. 

Further increase of laser energy creates pulses in the tens and hundreds of Mbar range. At 

this point material response is similar to the motion of an ideal gas under impulsive load. 

This type of shock motion is described by a self-similar solution with description of 

pressure as 

2 ( (2  - I  'f f z\ 
\A t " /  

P ( z , t )  = const t 

The self-similarity exponent a can vary from 0.5 to 2/3. We observed it to be 

close to 213. In this case the pressure as a function of the traveled distance decays as 1 / z 

and the pulse width is proportional to z. Once the pressure drops into the Mbar and 

weaker range, the solution is no longer self-similar, but the power-like dependence on 

time is still a good approximation, albeit with different powers. When the shock speed 
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becomes close to the sound speed, the shock returns to the weak shock re,' Dime, wave 

dampening slows down and the pulse behavior is described by the -& time dependence. 

This description remains valid as long as the propagated distance is much smaller than 

the transverse laser spot size. When this condition is violated, the decay accelerates due 

to geometrical, three-dimensional effects. 

3.5 Material ablation and removal 

One of the possible applications of ultrashort lasers is material processing. USLP 

energy is absorbed in a thin surface layer, which is quickly turned into an energetic, 

expanding plume. Since the expansion is very fast, energy transport into the bulk is 

limited. This reduces collateral damage and improves processing quality. Details of the 

removal depend on the laser and material parameters. Understanding and optimization of 

the process would greatly benefit if the hydrodynamic simulations could be used to 

predict the amount of the material removed. In this section we suggest a criterion to 

estimate the removal and present the results of its application to HYADES calculations in 

a range of laser parameters. 

Material removal is a very complex process that can be accomplished through a 

variety of mechanisms such as, for example, non-thermal particle ejection, evaporation, 

ablation (removal through hot vapor and plasma), macroparticle ejection (melt splashing, 

spallation, etc.) [BauerleOO,Miller98]. Removal can be also counteracted by the particle 
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redeposition back on the target or, i f ,  for instance, a deep channel is being drilled, on the 

walls of the hole. In USLP metal processing, ablation is the dominant mechanism. 

Removal through melt and evaporation should not be significant, since the bulk energy 

deposition is expected to be small and, because of the high thermal conductivity, the 

surface temperature decreases fast after the light beam absorption. In our study we 

assume a flat surface ablation (no 3D structures), thus redeposition is not an effect (since 

the plume expands very quickly, redeposition from the USLP ablation plume back on the 

laser spot should be small). 

Intuitively it is obvious that the material transformed into a hot vapor or plasma 

can be considered removed. It quickly turns into a fast, expanding plume and leaves the 

bulk of the material. On the other hand, cold, solid-like material doesn't have a high 

velocity and can not overcome cohesive forces. Thus, it ultimately remains part of the 

bulk. The high and low laser fluence runs (F is 0.1J/cm2 and 700J/cm2) described in the 

previous section represent these two extreme scenarios. Figure 3.12 shows profiles of the 

aluminum density and temperature 300ps after the laser absorption. In the low energy 

case the surface temperature is approximately 600K (below the melting temperature) and 

the surface velocity is practically zero. In fact, the only place where material velocity has 

noticeable deviation from zero is where the pressure pulse is. Effects of the pressure 

wave on the density and temperature are quite weak and we can see that the wave is in 

the bulk, far from the heated surface layer. Thus, there is no material removed. 
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Figure 3.12: Plot of density (blue lines, left axis) and temperature (red lines, right axis) 

of aluminum versus coordinate 300ps after the ablation with 800nm, lOOfs, normally 

incident laser pulses. Solid lines correspond to F=O.IJ/cni' and dashed curves are 

F=700J/cmZ. 

We can convince ourselves with a simple estimate. Ratio of the deposited energy flux to 

the cohesive energy density of the material gives thickness of the removed material layer 

in the case of maximum efficiency (energy is expended only for overcoming potential 

attraction). For aluminum the cohesive energy is U,=327kJ/mol=32.7kJ/cm3 [Kittel96], 

therefore thickness of this layer is 3.6nm. This is less than half of the skin depth, where 

the laser energy is deposited. Thus, energy deposition density is not high enough for the 

material removal to occur. 

We have to notice that this picture is a bit oversimplified. Material removal can 

occur without expending the energy on the separation of each atom. Variation of laser 
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deposition across the beam spot creates uneven thermal expansion and, therefore, 

mechanical stresses. The heating lowers the material strength, which can be also be 

weakened by the presence of mechanical defects, contamination, etc. The stresses may 

become high enough to cause material spallation - breaking off of small pieces of solid 

material, which is a more energy efficient process than the vaporization of the whole 

layer. However metals in general are not brittle, the stresses they can withstand are quite 

high. Thus we do not take this effect into account. 

In case of high energy ablation the amount of energy deposited is quite 

significant. Absorptivity is 23.15% and 162J/cm’ is deposited in the material. Using the 

same estimate as for the low energy case we get 50ym removal. This number is too large, 

since even 300ps after the ablation, the shock reached only 5ym depth and the aluminum 

is heated to temperature of many eV. Some of the material is certainly removed; the 

question is how much. One way to estimate this is to do a time integration of mass flux at 

some fixed plane, for instance z=O. For simulations with a Lagrangian hydrocode a more 

convenient method is to find a zone where the material velocity is zero (zero velocity 

zone criterion [Komashko99]). Assuming that the material with negative velocity 

(outward flow) is ablatcd, initial position of this zone gives the thickness of the removed 

layer. In this case at 300ps zero velocity zone is located at z= 1.75ym. Its initial position 

is 1.04pni. Since material temperature in this zone is quite high (over l e v ) ,  the removal 



136 

process hasn't stopped yet. Instead of following the motion of the material for a long time 

until it cools off, lets review a case when laser has a moderate energy and cooling off 

happens faster. 

Figure 3.1 3 shows snapshots of material temperature and density versus distance 

for ablation with laser fluence 2.5J/cm2 (this case was reviewed in some details in the 

previous section). The amount of laser energy deposited is 0.5J/cm2. 
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Figure 3.13: Plots of density (solid lines, left axis) and temperature (dashed lines, right 

axis) of aluminum versus coordinate 70ps, 150fs and 310ps after the ablation with 

8OOnm, lOOfs, normally incident laser pulses with 2.5J/cm2 fluence. 

The estimate based on cohesive energy gives removal of 153nm. At 70ps, the zero 

velocity zone is located at 210nm depth and has initial coordinate 1XOnm. This is larger 

than the depth derived from the simple energy estimate, which we thought provides an 

upper estimate! At later times, the situation is even more complicated. At 1 . 5 0 ~ ~  and 
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similar fluence a melt layer with significant thickness appears (melted material can 

appear even at lower fluences, however it resolidifies before the end of the run). 
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Figure 3.18: Thickness of the removed layer of aluminum as a function of the absorbed 

laser fluence. Laser parameters - wavelength: 800nm, pulselength: 100fs. angle of 

incidence: 0". The black, dashed curve with circular markers i s  a power fit to the removed 

depth (gas and liquid) in the range of absorbed fluence 0.07-40Jicm'. 

Right above the ablation threshold most of the plume is composed of liquid and gas. With 

an increase in the laser fluence the fraction of droplets in the plume decreases. For a very 

high fluence (F>100J/cm2) so much energy is deposited in the material that one 

nanosecond of the expansion is not enough for the plume to cool off and reach the gas- 

liquid region. In other words the front part of the plume has density below the critical, but 

temperature is above the critical. This is the shaded region on the right. In the region 
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where we have reliable calculation of the removal (F< 100J/cm2, Fa<40J/cm2) the amount 

of the removed material (gas+liquid) can be fitted with a power law dependence on the 

absorbed fluence Fa (black, dashed line with circle markers) 

0 6  Fa 
0 .O 6Jicm * z ,  = 6 2 n m ( F ~ ) " ~  = 11 Snm(  (3.49) 

Since the changes in laser energy are orders of magnitude and the absorptivity varies 

between 0.1 to 0.43, a power law is also a good approximation for fitting Z, versus 

incident laser fluence 

0.75 z H  =12nm( I; ) . 

0 .6J/cm2 
(3.50) 

This type of dependence allows us to make an important conclusion about the efficiency 

of USLP removal. If one calculates the amount of material removed per unit of laser 

energy (specific removal) 

i t  becomes obvious that the most efficient processing is at or near the threshold. If, for 

example, the average power of the USLP system is fixed, the removal speed is the fastest 

when the pulse energy is lowered to the threshold and the repetition rate is increased. 

Also at the removal threshold the amount of melted material is the smallest. In general, 

the thickness of the melt layer increases with fluence similarly to the removal depth and 

stays about ten times larger. 
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Since the laser pulses are so short, the material evolution and laser absorption are 

effectively decoupled, so we presented the removal calculations as a function of the 

absorbed fluence. If we have a beam incident at an angle, the only effect it has is to 

change the amount of laser energy absorbed. However for one laser parameter the 

relationship between absorption and removal is not trivial. If the pulse length is two long, 

expansion becomes noticeable. This changes the amount and location of the energy 

deposition. To check the effect of the pulselength, we fixed the laser fluence and 

calculared the removal for varying pulsewidth. Figure 3.19 shows the result for two 

cases: 1 J/cm’ (near threshold removal) and 10J/cm2. Pulselength was varied from SOfs to 

50ps. In the low energy case the removal changes weakly between 1Snm and 25nm. The 

most visible transformation is an increase of the plume temperature that results in a 

smaller fraction of the material removed as a gas-liquid mixture. The needed enersy 

comes from the increase in the absorptivity. Since this is a near threshold case, the plume 

expansion is slow and has no time to create the plasma shielding effect. This is, probably, 

why there is no significant effect of longer pulselength on the removal. On the other 

hand, in the 10J/cm’ case, there is a clear transition between subpicosecond and 

multipicosecond regimes. For pulselength below one picosecond, the removal is 

practically constant at 110nm. With increase of pulse duration comes a noticeable 

increase in the absorption, however the removal drops down to almost 50nm. The extra 
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Figure 3.19: Thickness of the removed aluminum layer as a function of laser 

pulselength. Laser wavelength is 800nm and normal incidence. Top picture: laser fluence 

is IJicm’; bottom picture: laser fluence is I O  Jicm’. 

deposited energy is absorbed in the expanding plume and does not reach the bulk. We 

should note that the thickness of the melted layer in  both of these cases changes in a 

similar way to the removal depth. 

This is the type of behavior we would expect in ablation of flat surfaces. 
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However, very often USLPs are used to create three-dimensional structures, such as high 

aspect ratio holes. In this case one has to consider removal efficiency together with the 

absorption. To remove material at the bottom, the pulse must propagate through the 

partially finished hole. Some of the energy is absorbed in the walls. Since increasing the 

pulse length tends to increase the absorption, it is preferred to work with shorter pulses, 

even if in the flat ablation case the same removal is obtained. 

We carried out similar calculations (same laser parameters as in Figure 3.19) for 

copper.. In these calculations the modified quotidian EOS [Young951 was used. The 

general behavior (Figure 3.20) is similar to that of aluminum with a few exceptions. 

Material removal is somewhat smaller and exhibits a slower growth with fluence 

z ,  = 58nm (FU)' 'j . 

The probable reason for this difference is the higher thermal conductivity of copper 

(3.9W/cmK versus 2.37W/cmK for aluminum); it increases diffusion of the deposited 

energy in the bulk. Another difference is the much higher ablation threshold - 

approximately 5J/cm2. It is expected to be higher for copper because, in addition to its 

higher thermal conductivity, its low fluence absorptivity is 5 %  vs. 13% for aluminum. 

However these factors alone can not produce such a difference. We observe the effects of 

the equation of state. Critical point parameters of copper are similar to those of aluminum 

Cu: p,/p,-0.22 (pc=2g/cm3), TC-O.5eV 
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Al: p)p0-0.19 (pc=0.5 lg/cm3), Tc-0.5eV, 

but the behavior of the EOS in the mixed phase region is quantitatively different. The 

region of negative pressure in copper (effectively material strength) is larger and the 

pressure amplitude is higher. For instance, an isotherm that reaches minimum pressure of 

- 10 kbar in aluminum corresponds to temperature 0.23eVI however for copper such 

pressure is already reached on the O.4eV isotherm. Thus the removal of copper requires 

higher temperatures than in aluminum. 

E c 
Y 

1 o4 

1000 

100 

10 

1 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0 

P 
0 

2. 
0 
3 

Figure 3.20: Thickness of the removed layer of copper as a function of the absorbed laser 

fluence. Laser parameters are wavelength: 800nm, pulselength: lOOfs, angle of incidence: 

0". The black, dashed curve with circular markers is a power fit to the removed depth (gas 

and liquid) in the range of absorbed fluence 0.6-40Jkm'. 
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Unfortunately, the gas-liquid region in metals is not very well studied. This, in addition to 

the inability of the hydrocode to describe phase dynamics, makes the determination of the 

removal threshold not very reliable. Available experimental data for USLP ablation of 

copper with somewhat different laser parameters (wavelength: 780nm, pulselength: 150fs 

[Nolte97]) shows a two stage removal process. First, there is a slow rate removal that 

starts at laser fluence of approximately 0.15J/cm2 and stays within I0nm/pulse until  

0.5J/cm2. Then the rate increases noticeably. The authors made measurements up to 

10J/cmZ fluence and fitted it to a logarithmic dependence on fluence. At 10J/cm2 they 

measure a removal rate of approximately 200-250nm. This is larger than the number we 

obtain using our criterion (-100nm), but smaller than the calculated melted depth 

(-550nm). This discrepancy only underscores the difficulty of calculation of the removal, 

especially in low energy regimes. 

Explaining the benefits of ultrashort laser processing, we claimed that most of the 

deposited energy is taken away by the expanding ejecta. Using the hydrocode and our 

definition of the removal (removed material becomes ablation plume), this statement can 

be easily verified. Adding internal and kinetic energy of the ejecta and subtracting initial 

internal energy of the material, we obtain the amount of the energy that leaves the 

material with the ablation products. Figure 3.21 shows the results of such calculations 

carried out for the simulations presented in Figure 3.18. The plot shows that 

approximately 80% of the deposited energy is taken away (near the threshold i t  is 
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approximately 50%). Since average absorptivity is 3096, only 5-1096 of the laser pulse 

energy is left in the bulk. 
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Figure 3.21: Energy of the expanding plume as a function of absorbed laser fluence. All 

the parameters are the same as in Figure 3.18. Black, dashed curve with circle markers 

shows linear dependence on absorbed fluence 0.8Fa. 

In section 3.2 ultrashort and short (nanosecond) pulse ablation were compared for the 

case when the removal is the same. If the same criterion is applied to these runs, we find 

that for USLP with fluence 5J/cm2 absorbed energy is 1 .06J/cm2 and energy deposited in 

the bulk is 0.3J/cm3. In the long pulse case, the laser fluence was 20J/cm2, absorbed 

fluence was 18.65J/cm2 and deposition in the bulk was 6.8J/cm2. The energy deposited in 

the bulk in the long pulse ablation is much larger because a higher fluence is needed to 

achieve the same amount of ablation (plasma shielding effect) and because a larger 

fraction of the absorbed energy diffuses in the bulk (hot plume stays near the surface for 
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longer time). 

3.6 Three-dimensional evolution of the ablation plume 

The one-dimensional hydrocode gives a good description of the initial expansion 

stage that lasts, typically, a few nanoseconds and corresponds to a final plume thickness 

of a few hundred microns. However, in many applications it necessary to know the plume 

behavior on a much longer temporal scale. For instance, in laser film deposition the 

substrate for film growth is typically located centimeters away from the target. A 

straightforward approach to this problem would be to employ multidimensional 

hydrocodes such as LASNEX [Zimmerman75] and model the whole process from the 

beginning (USLP absorption in a thin surface layer) to the very end (long-term 

expansion). Unfortunately, due to the large disparity in spatial and temporal scales, this is 

a very challenging numerical problem (the fact that LASNEX is a classified property of 

the US ,oovernment doesn't help either). On the other hand, at long times, the ablation 

plume evolution is described by ordinary hydrodynamics and should be sensitive only to 

integral parameters, such as laser energy deposited, amount of the material removed, etc.. 

It has been suggested [Singh90,Anisimov93] that a special solution of hydrodynamics 

[Ovsiannikov82] describes the three-dimensional stage of the expansion. Here we discuss 

matching of such a solution with initial conditions obtained from the HYADES 

calculations. 
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Ultrashort laser-material interaction creates a hot, pancake-like ablation plume 

(Figure 3.22) that begins to expand after the absorption. Since it is very thin, the z 

component of the pressure gradient is by far the largest. Material acceleration is 

proportional to this gradient (see equations (2.67),(3.36)). Thus the most rapid expansion 

occurs in the direction orthogonal to the surface. The shape of the plume changes with 

time and it becomes more elongated along the z axis. The material evolution is adiabatic 

and the temperature and pressure decrease with the expansion. Once the pressure is 

noticeably reduced, the expansion becomes inertial (most of the internal energy is 

converted into kinetic) and the plume shape is preserved. 

Figure 3.22: Schematic diagram of laser ablation plume expansion. 

In section 3.4 we discussed a self-similar motion of an ideal gas described by the 

planar equations of hydrodynamics. The same type of shape preserving evolution of 

material parameters also exists in thrce dimensions [Ovsiannikov82]. The hydrodynamic 

solution relevant to our problem describes the expansion of an ellipsoidal gas cloud into 

vacuum. In this case the particle motion is given by 
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X ( 0 )  ' X ( t )  dt 
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Y = Yo __ Y ( 0 ) '  . Y ( t )  clt 

y dY  
l l v  = --, (3.5 I )  

where ( x , y , z )  is position and ( u r , u p Z )  is velocity. Parameters with subscript zero are 

initial coordinates. Self-similar evolution of the plume parameters is given by 

(3.52) 

where E and M are the plume's energy and mass, y is the ideal gas exponent (ratio of 

specific heats) and ,u is the atomic weight. The specific expressions for functions y andf 

depend on the type of self-similar solution. This can be isentropic (functions f have 

parabolic profile) or isothermal v i s  a constant for temperature, other parameters have 

Gaussian profile) expansion 

The solution (3.52) depicts an expansion with plume parameters constant on the 

ellipsoid surfaces R(x,y,z)=const. Transformation of the ellipsoid with time is described 

by the ordinary differential equations for the functions (X,Y,Z)  [Anisimov93Anisimov95] 

cl'X cIU d 2 Y  dU d'Z dU (3.53) ~- ~- -- - -- - -~ 
dt' dX ' dt2 d Y '  dt' dZ ' 
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where 

( 3  .S4) 

Constant p(yj depends on the type of self-similar motion. Solution of (3.53) gives the 

evolution of the gas ellipsoid axes. 

The equations (3.53) are equivalent to an equation of motion of a test particle in 

the three-dimensional repulsive potential U(X,Y,Z), where (X,Y,Z) plays the role of the 

particle coordinates. If we assume that the initial velocity is zero (kinetic energy of the 

plume is much smaller than the internal energy), the test particle's velocity increases the 

most along the axis with the smallest initial coordinate and vice versa. It is a 

mathematical expression of the fact that the plume expands the fastest along the direction 

where its initial dimension is the smallest (normal to the surface in the USLP ablation 

case). When the test particle moves sufficiently far from the initial coordinates 

(X,(t)>>X,(O)), the potential is very small and the movement becomes inertial 

X ( t )  = vr(co)t ,  Y(r)  = v , ( a ) t ,  Z(t) = V , ( W ) t  . (3.55) 

where (v~(co),\.',,(co),ll:(oo)) are components of the particle's velocity far from the origin. 

This means that in the final stage the gas ellipsoid's axes increase at a fixed rate. Thus the 

plume expands, but the shape is preserved and determined by the relative magnitude of 

the components of the final velocity ( v , ( ~ ) , v , ( ~ ) , ~ ~ ~ ( ~ ) ) .  For the plume to be elongated 

in the direction orthogonal to the surface, we must have 
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This happens when 

as is the case for USLP ablation. 

There are experimental and theoretical indications of the applicability of the 

expanding gas ellipsoid model. According to (3.51) the velocity components of the 

particles must be linear functions of their respective coordinates. This is, in fact, the type 

of behavior we observe in HYADES calculations. Figure 3.23 shows a plot of the 

material velocity at several different times after the ablation of aluminum with a 

moderate energy USLP. 
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Figure 3.23: Plot of material velocity versus distance at different time. Laser parameters 

are the same as in Figure 3.13 (800nm wavelength, lOOfs pulsewidth, 2.5Jlcm'fluence). 

The plume's velocity does have a linear dependence on the coordinate. 



163 

Another prediction of the theory is rotation of the plume. The smaller the initial 

dimension, the faster the final expansion. Therefore, if the gas ellipsoid is initially not 

circular in the transverse crossection (equivalent to an elliptic laser spot), in the final 

stage of the expansion the transverse ellipse must be rotated by 90 degrees. This effect 

was observed experimentally in laser film deposition [SinghXS], when a spot of the 

deposited material was elongated in the direction orthogonal to the elongation of the laser 

spot. 

To fully benefit from the self-similar hydrodynamic solution for the expanding 

ellipsoid, we would like to match the solution with the output from HYADES 

(representing the laser created plume as a symmetric half of the ellipsoid). This is not a 

straightforward task. However, for one particular problem this procedure is relatively 

simple. 

In laser film deposition it is desired to know the profile of the deposited film 

thickness. If we assume that once the particle reaches the deposition substrate it either 

sticks or bounces and never returns, the problem is equivalent to calculating an integral 

(3.56) 

where pr is the film density and ZJ,,,, is the distance from the target to the substrate (in this 

case it is parallel to the target). Before this integral can be calculated, equations (3.53) 

must be solved. It is convenient to rewrite them in the dimensionless form 



d'X' d'Y' d'Z' Y'(O)Z'(O) '-' X'- - - Y'- = Z'- = 
dt '?  dt'' dt'? [ X'Y 'Z '  ] ' 
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(3.57) 

where 

X ' ( t )  = X ( t ) / X ( O ) ,  Y ' ( t )  = Y ( t ) /  Y(O),  Z'(t) = Z ( t ) / Z ( O )  

Here X ( 0 )  is the largest ellipsoid dimension at the beginning of the expansion. The ratios 

k,.(O)=Y(O)/X(O), kZ(0)= Z(O)/X(O) determine the initial shape of the ellipsoid. Time to is n 

characteristic time of the expansion. Using HYADES calculations we can estimate it as 

where 1 is the laser spot radius, Fp,,,,,~ris the plume energy, z,,,,, is removal depth, p is 

material density. The constant /3(y) is close to one [Anisimov95,Nemchinov65]. Plumc 

energy and removal rate can be estimated using the results of the previous section 

e,,.,,, - 60nn1(Fn)"~, F;,,,,,,, - 0.8Fa.  

Therefore we get 

Since IOOkim is a typical spot size and the dependence on the absorbed fluence is very 

weak, the characteristic expansion time is tens of nanoseconds. In laser film deposition 

the substrate is typically several centimeters away from the ablation target [Banks991. 
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k:(0) 5.10-’ 5- 1 0‘4 5.10-3 

y=5/3, k,(.o) 160.22 50.683 16.018 

y=6/4, k 2 ( a )  42.993 19.831 8.9954 

~ 7 1 5 ,  kZ(m)  20.756 1 1.563 6.3025 

Even if the plume expands with very high velocity (for the high energy case F=700Jicni2 

presented in Figure 3.8 the plume velocity at the front is approximately 9.107cm/s), it 

5.10‘’ 

5.0316 

3.86 1 

3.213 

would take at least 0.1ps to reach the substrate. By this time t > > f ,  and the plume 

expansion is inertial. At this stage the ellipsoid’s axes grow linearly in time; therefore the 

expression for the deposited film thickness can be significantly simplified. Variable R can 

be rewritten as 

where 

and 8, and 0, are the angles between the axis z and the lines crossing the center of the 

laser spot and lying in planes (.u,z) and @,z)  respectively. Functions k, and k ,  determine 

the shape of the ellipsoid as it expands. At the final inertial stage they are simply 
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constants. Therefore the integral (3.56) can be simplified to 

Thus the film thickness is described by a simple formula independent of the details off, 

(3.58) 

Solution of the equations (3.57) connects the initial ellipticity parameters 

kz(0) Jc,(O) with the final plume parameters [Anisimov93 ,Anisimov9S ,KomashkoOO] . 

Table 3.2 shows the relationship between initial and final plume ellipticity calculated for 

a p;as ellipsoid that has a circular XY crossection. The thinner the initial ellipsoid, the 

more it is elongated in the final stage of the expansion. Deposited film thickness in this 

case is 

h(8)  = h,(O)(l+ k Z ( ~ ) ’  tan(Q)?)-’’’ 

The full width half maximum angular width of the plume is 

The smaller the final k ,  the higher plume directionality and the smaller the angular width. 

If the initial dimensions of the USLP ablation plume were known, we could 

calculate the width using this model. The simplest estimate is to take the transverse size 
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gigure 3.24: Plot of half maximum full anzular width of the duniinurn deposited film 

versus absorbed laser fluence for different gas adiabatic exponent y. Laser parameters are 

the same as in Figure 3.1 8. Ablation spot is circular and the radius is set to 200pm. 

to be equal to the laser spot size and plume thickness along the z axis to set equal to the 

removal depth. Figure 3.21 shows such a calculation for aluminum for a range of laser 

fluences. The ablation spot is circular with radius lOOpm and the initial plume thickness 

is calculated with formula (3.49). Since the gas exponent is not known, calculations were 

done for several values of y. The USLP plume is very directional, maximum width is 111"- 

15". More than two orders of magnitude of change in the laser fluence increase the plume 

width only a few times. Such a high directionality means that the actual distribution of 

the deposited film might be also affected by the surface quality of the target. Surface 

niodulations change the direction of the expansion and make the distribution wider. 



3.7 Conclusion 

Ultrashort laser-material interaction time affects not only the magnitude and the 

distribution of the light energy deposition, but also the material evolution after the 

interaction. Since the light is typically absorbed in a thin, surface layer, even moderate 

energy pulses have enough energy to turn this material into hot plasma. The expansion of 

the ablation products is fast and the plume carries away most of the absorbed energy, thus 

limiting energy transport into the bulk and minimizing the collateral damage. The 

absorption is practically instantaneous. Therefore, the width of the laser-induced pressure 

pulse is determined by the width of the deposition zone (instead of the laser pulsewidth). 

Initial pressure can be quite large; however effects like the rarefaction wave make the 

pressure decay quickly and become comparable to the long pulse ablation case. 

The long-term effects of the USLP interaction studied in this chapter fall roughly 

into two categories: laser-induced pressure evolution and material ablation (removal and 

plume evolution). The key parameter that influences these effects is the amount of the 

USLP energy deposited, so we investigated material response for a variety of laser 

fluences. 

If the laser energy I S  low, the material strength effects dominate the pressure pulse 

formation. The generated pressure pulse has a bipolar form in which a negative pressure 

pulse follows the leading positive peak. Since the pressure is relatively low (tens of 
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kilobars), the pulse propagates with the sound speed and has a smooth form for a long 

time. Increase in the Iascr energy leads to a quick formation of a shock wave and the 

pulse attains a triangular form. The shocks are an important mechanism of thermal energy 

transport. We suggested a method for calculation of the residual heating (increase of the 

material temperature after the shock pulse is gone) as a function of the shock pressure 

and show that the residual melting begins at 660kbar for aluminum and 1.35Mbar for 

copper (since the method is based on widely available shock data, calculations for other 

materials can be easily carried out). Pressure in  the Mbar range can be reached even with 

moderate energy USLP, therefore shocks are an energy transport mechanism competing 

with regular thermal diffusion. Energy loss through the heating at the shock front and 

action of the rarefaction wave leads to decay and spreading of the shock pressure pulses. 

In the weak shock regime (shock speed is approximately equal to the sound speed), the 

pulse width increases approximately as -& and the pressure diminishes as I/&?, where z 

is the distance traveled by the pulse. Increase in the laser fluence leads to higher pressure 

and faster decay. Ultimately, in  the multimegabar regime, the shock behavior becomes 

self-similar: change of the pressiire profile with time is equivalent to stretching and 

changing the amplitude. In this case the shock is supersonic and the width and the 

pressure are proportional to z and l/z respectively. 

One of the central aspects in our study of material ablation is simulation of 
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material removal. To model this very complex phenomenon, we used a removal criterion 

based on the use of the liquid-vapor critical point of the material. Essentially it estimates 

the amount of the material removed as a gas. The calculations for USPL ablation showed 

that, above the ablation threshold, the removal increases as a power law function of the 

absorbed energy. However, the most efficient processing (the largest removal per unit of 

lase,r energy) is at or near the threshold, where removal is 10-20nm per pulse. Using 

HYADES simulations we showed that the pulselength is an important parameter. Optimal 

processing is with pulses shorter than one picosecond. Despite an increase in absorptivity 

for longer pulses, the removal actually drops. 

USLP ablation creates an energetic plume that contains most of the laser 

deposited enerzy. Since plume evolution is decoupled from the laser-material interaction, 

the three-dimensional stage of the expansion can be described with an expanding gas 

ellipsoid model. Our matching of HYADES calculations with the model shows that the 

fa:;test expansion is in the direction orthogonal to the surface. Plume shape quickly 

becomes elongated along this direction and, as a result of this high directionality, its 

angular width is 10"-15" at most. 

This chapter concludes our study of metals. Next, our discussion shifts to surface 

ablation of wide-bandgap dielectrics. Transparency of the material allows us to study 

three-dimensional evolution of the laser-induced pressure waves. We also investigate 

how the initial transparency affects laser energy absorption and transmission. 
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Chapter 4 Ultrashort laser pulse interaction with wide-bandgap 

dielectrics 

4.1 Introduction 

Some materials do not have freely moving electrons - their electron energy bands 

are either full or empty. If the gap between the lower, filled valence band and the higher, 

empty conduction band is large enough to inhibit thermally induced interband transitions 

of electrons, such materials are called dielectrics, They have low thermal and electric 

conductivity and typically have low absorption of light with photon energy smaller than 

the bandgap. Some dielectrics have a bandgap large enough to make interaction with light 

frcm most lasers very weak. Fused silica (a type of glass), for instance, is transparent to 

light with wavelengths clown to ultra violet. It is still posgible to perform processing of 

such material with a visible or infrared laser, because there could be other sources of 

absorption, for example impurities or defects, that produce initial (seed) free electrons 

interacting with light. These absorption centers act as energy sinks extracting energy 

from the laser beam and heating and ionizing surrounding material, which further 

arnplifiec absorption. At some point significant material modification like damage or 

ablation appears. This process usually has a threshold-like behavior: effects of the laser 
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are noticeable only if the pulse energy exceeds a certain material and laser specific 

threshold. 

For long pulses this phenomena is thermally driven and the ablation threshold 

fluence F,,, varies as a power law function of pulse length z’”, where 171 is close to 0.5 

[WoodSb,Campbell90,FeitOl]. Indeed, energy deposition through some absorption point 

center results in a heating of volume L 3 ,  where 1 -& is thermal diffusion length. 

Assuming heated material begins to absorb laser energy, the total energy deposited by the 

laser beam is on the order of FI’. Thus the peak temperature is proportional to FII. If 

ablation appears once some critical temperature is reached, formula for threshold fluence 

is obtained 

(4.1) 112 e/, - q,1- 1 - 7 . 

When a material is processed with a laser, some of the beam energy diffuses in 

thlz bulk and never participates in the ablation. Unfortunately this energy is worse than 

wasted - it has a negative effect on the quality of material processing. Energy deposition 

in the zone around the ablation spot may induce thermal and/or mechanical damage. 

Effects like melting, cracking, irregular ablation patterns reduce processing precision. 

Processing with USLP systems can significantly alleviate this problem. The 

threshold fluence is smaller for shorter pulses, therefore there is less energy available for 

generation of deleterious effects. Also hot material is ejected before laser deposited 
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energy can diffuse into the bulk, further reducing collateral damage. The high power of 

ultrashort pulses yields another benefit - intensity dependent nonlinear ionization 

mechanisms, such as multiphoton ionization, bccome sufficient to generate all of the 

needed seed electrons. The transition from thermal regime occurs at pulselengths less 

than a few tens of picoseconds [Du94,Stuart95], when the transfer of energy to lattice is 

longer than the pulsewidth and materials response is determined by the dynamics of the 

electrons. 

Since the photoionization rate depends on the intrinsic properties of the material, 

random effects (defects, impurities, etc.) are not important and the ablation process 

becomes deterministic and attains higher processing quality. Figure 4.1 demonstrates 

examples of processing with conventional and USLP laser systems. For long pulses 

melting and irregular ablation is clearly visible, whereas ultrashort pulses create clean 

and smooth ablation craters. Long pulse absorption produces higher thermal stresses and, 

since many dielectrics are brittle, material cracking is very probable (visible on the 

picture). 

Precision ablation and small collateral damage make USLP systems an attractive 

tool for a variety of applications, especially in medicine [Neev96,Loesel96,Loese198, 

Oraevsky96,Vogel94a-b,Hu961. A number of studies of laser ablation were performed for 

aqueous dielectrics and especially water, since it is a good model for biological tissue 

[Ju hasz96 ,Hammer96 ,Voge196a ,Glezer97]. 
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Figure 4.1: Laser ablation of dielectrics with 1053nm laser. (a,b): Drilling of enamel 

(tooth), spot size is 300 pm; (a): nanosecond pulses (ablation threshold=30 J/cm2, pulse 

length t-1.4ns). (b): ultrashort regime (ablation threshold=3 J/cm2, z=350fs) [Perry99a]. 

(c,d): Craters produced in uncolored collagen gel, irradiated area is 2.10~’cm2; (c): 

nanosecond pulses (Gins, pulse energy E=41.7mJ), (cl): ultrashort regime (z=?OOfs, 

E=4.4mJ) [Oraevsky96]. 

One of the major concerns in this problem is the shock wave generated by the ablation 

process. Effects of material heating are usually easy to identify, but the pressure can 

affect the tissue in a subtler, invisible way [Doukas9G] even at a considerable distance 

from the ablation spot. There may be no obvious mechanical damage, however the shock 

can be strong enough to adversely modify or kill tissue cells. 
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In this chapter an experimental and theoretical study of mechanical effects of 

USLP surface (as opposed to volumetric in other publications) ablation of water is 

presented. This study was a collaboration effort with Beop-Min Kim and his colleagues 

[Kim0 1 ,Kim02], who performed the experiment in Medical Technology Program at 

Lawrence Livermore National Laboratory. We begin with a description of the 

experimental setup and the measurement technique. The following section shows typical 

experimental results. Next section is devoted to the theory of the USLP interaction with 

dielectrics. A review of the major ionization mechanisms in the wide-bandgap dielectrics 

is given and the method for modeling of the interaction is described. Results of the 

application of this method to the simulation of the experiment are also presented. Section 

4 describes measurements of the wave strength and evolution, together with theoretical 

modeling. Conclusion section finishes the chapter. 

4.2 Experimental setup 

Our purpose is measurement of laser ablation induced pressure evolution in water. 

Since pressure compresses water and changes its density and refractive index, Mach- 

Zehnder [Born891 interferometer is used to observe shock wave propagation. Strength of 

the shock is deduced from the interferometric data. Figure 4.2 shows schematic diagram 

of the experimental setup. Ultrashort SOOnm laser pulse comes from the top and ablates 

water in the test cuvette. The cuvette is located in one of the arms of the interferometer. 
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Interferometer light is split in test and reference beams that propagate through the 

corresponding cuvettes in parallel to the water surface. These recombined beams produce 

interferometric picture recorded by the CCD camera. 

The ultrashort pulse laser system is composed of two pumping lasers, one 

oscillator, and a regenerative amplifier. The oscillator (Tsunami, Spectra Physics) is 

pumped by the frequency-doubled Nd:YAG laser (Millenia, Spectra Physics) operating in 

continuous mode with 5W of output power. The Ti:Sapphire oscillator beam is 80 fs in 

pulse width, 82 MI-Iz in repetition rate, and 800 nm in wavelength. 

Photodiode 

CCD camera CCD camera 

Figure 4.2: Schematic diagram of the experimental setup. Ultrashort 800nm laser pulse 

is incident vertically at the top surface of the water contained in a cuvette. 5ns pulse from 

dye laser is used to perform interferometry. CCD camera captures the picture of 

interference of reference and test beams. 

L,ow energy pulse from the oscillator is amplified using a regenerative amplifier (Spitfire, 

Positive Light) through chirped pulse amplification process. The amplifier is pumped by 
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a Q switched Nd:YLF laser (Merlin, Positive Light). Final output of the laser has 

maximum pulse energy of ImJ/pulse at lkHz with wavelength of 800nm. The shortest 

pulse width is approximately 120fs. Pulse energy was controlled by rotating the half- 

wave plate placed immediately before the polarizing beam splitter and a matching mirror. 

Longer pulse widths up to lops were obtained from the shortest by changing the path 

length of the beam compressor inside the regenerative amplifier. Pulse widths were 

measured using a scanning autocorrelator. The incoming laser beam was split into two 

beams with equal intensity and the path of one of the beams was adjustable. The beams 

were recombined within a KDP crystal generating the second harmonic at 400 nm in the 

direction of the intersection. The intensity I of the second harmonic beam was measured 

as a function of the path difference x. From the full width half maximum (FWHM) of the 

function I = f(.u), the pulse width of the first harmonic laser pulse was calculated 

assuming a Gaussian beam profile. 

Interferometry is performed using dye laser (LSI Inc.) operated at 480 nm and 

pumped with a Nitrogen laser. The 5 ns dye laser pulse was split into two beams (test and 

reference beams) using a 50:50 beam splitter. A lcm x Icm x 5cni cuvette filled with 

purified water was inserted into the test beam and was illuminated on one of the four long 

sides. Another water-filled cuvette was placed in the reference beam of the interferometer 

to conipensate for the path difference. The beams recombine at another beam splitter and 

parallel fringes are formed in the absence of USLP generated effects. Interferometer 



pulse was delayed with respect to the ablating pulse using a digital delay generator. A 

variable delay time from 0 to 200ns was chosen so that the propagation of pressure waves 

could be observed at various times. The actual delay was measured for each ablation 

pulse with a separate photodiode. The diode was illuminated simultaneously with the 

ultrashort laser pulse scattered from the water and the transmitted dye laser pulse. The 

two signals were displayed and saved in a digital oscilloscope for calculation of the actual 

delay times. 

The water surface in the test cuvette has the form of a concave meniscus. The 

USLP was focused on the centrum of the meniscus and beam diameter is 56pm (full 

width half maximum). Interferograms of the ablation induced pressure waves were 

imaged on a CCD camera with 512x512 pixels, each pixel measuring 48pm. The shutter 

of the camera was synchronized with the ablation pulse. To magnify the images, a photo- 

objective with f = 57 mm with high numerical aperture was used. With magnification of 

4S, the resolution of the magnified images was approximately lym/pixel.  The 

magnification was measured by imaging a micrometer-scale resolution target. The 

images were processed in a computer using IPLab software. By adjustment of mirrors of 

the interferometer, vertical or horizontal fringes were obtained for analyses of different 

types of pressure waves. Recording interferograms at different time delays we could 

observe wave dynamics. 
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4.3 Interferometry 

Once an ultrashort laser pulse incident on water reaches certain threshold 

intensity, i t  begins active deposition of its energy. Since deposition rate is very high, 

pressure shock waves are generated. Interferograms provide us with information about 

ablation and wave dynamics. Figure 4.3 demonstrates a few typical interferograms taken 

after 140fs, 11J/cm’ laser pulse interacted with water. The pictures show a thin, 

expanding, spherical shell with a center approximately at the ablation spot. The fringe 

shift is caused by the higher optical density of this structure, which in turn appears 

because of the higher physical density created by the pressure compression. 

USLP beam 

Figure 4.3: Interlerograrns recorded after ablation with 140fs, 1 1J/cm2 pulse. Thin, 

semicircular structure is an index change induced by shock wave propagation from the 

ablation spot. 



140fs 

180 

500fs 

1 ops 

Figure 4.4: Interferometric pictures for different 

length of the ultrashort pulse. Laser fluence changes 

from several J/cm’ for short pulses to tens of Jkm’ 

for longer pulses. For pulses Ips and shorter only 

spherical pressure wave is visible. For long pulses 

absorption channel along the beam path appears 

together with cylindrical waves (S: spherical waves, 

C: cylindrical waves). 
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Apparently energy of 140fs pulse is absorbed in a thin, surface layer. The ablation spot is 

comparable in size to the laser spot (beam radius IS 28pm). Sound speed in water at room 

temperature [Gray631 is 1.48km/s, thus a shock can propagate this distance in 

approximately 10-20ns. After that it begins to behave like a wave launched by a point 

source, which has a spherical form. One may notice that the wave becomes weaker close 

to the water surface. The pressure at the free surface must be zero, therefore the wave is 

weakened by this factor. Dark area in the center appears to be a region of absorption and 

scattering caused by heating and expansion. 

Figure 4.3 describes a typical interferogram recorded after USLP ablation with 

pulse length below one picosecond. Further increase in pulse width produces a qualitative 

change in the observed interferometric pictures (see Figure 4.4). In case of short pulse we 

see appearance of spherical waves only, however for the longer pulses increase in the 

pulse energy first results in generation of cylindrical waves, apparently created by the 

material expansion caused by the volumetric absorption along the beam path (absorption 

channel is visible on the interferograms because of the light defocusing and scattering). 

Generation of spherical waves requires larger energy and the spherical and cylindrical 

wave ;ire present simultaneously. Obviously this transformation is caused by the change 

in laser absorption that occurs when pulse length is increased from 1 ps to 5ps. 



4.4 Theory of laser induced breakdown 

In order to explain the experimental picture, we modeled the evolution of laser 

absorption and electron density for a variety of USLP parameters. Since water has no free 

electrons, it is practically transparent initially. The response to the laser light is driven by 

the material ionization, which is produced mainly by two processes: nonlinear 

photoionization and electron avalanche ionization. 

Direct photoionization of a wide-bandgap dielectric is impossible because photon 

energy’is smaller than the bandgap, however the valence electron can transit to the 

conduction band after absorbing several light photons simultaneousIy . The number of 

photons k needed to overcome energy barrier can be quite high. For example, an electron 

in fused silica needs to absorb at least six photons of XOOnm light. The probability of such 

transition is calculated with the perturbation method of quantum mechanics. The 

calculations show that the photoionization rate dn, / dt is a very nonlinear function of 

electric field E [Keldysh65] (in this expression the field is averaged over the optical 

period) 

e dn p - p ,  (4.2) 
I& 

The qualitative behavior of the rate is easy to demotxtrate using a statistical approach 

[Andrews85]. A molecule of the material can be ionized if number of photons in the 

volume V,,, occupied by the molecule is equal or exceeds k - number of photons needed 
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to overcome energy bandgap. When a laser pulse with frequency w and moderate 

intensity I propagates through a medium with refractive index n ,  the photon density is 

nl  
'Xph = - cn 0 

(4.3) 

Let's do an estimate for fused silica. A molecule of fused silica (Si02) occupies an 

average volume V,,=4.6.10~23cm3. Thus for SOOnm laser light with intensity 10'*W/cm2 

there will be n~=n,,,V,,,=lO-~ photons in its volume. This is equivalent to saying that k=6 

photons fill a volume occupied by N= V/V,,=k/n,,,,V,,=k/in=600 molecules of SiO,. The 

statistics of coherent radiation is described by the Poisson distribution [Louisell73] and 

the probability to find k photons simultaneously in a volume of one molecule is 

ink 
P ( k )  = -exp(-m). k! (4.4) 

This expression is one of the principle statistical distributions [Feller62]. It describes a 

variety of processes, for instance radiative decay, where it is necessary to find the 

probability of an event occurring k times within a specified opportunity frame, when it 

occurs In times on average. In our case m is very small, thus probability is proportional to 

a power function of intensity 

The regime when t h e  photoionization rate is proportional to I k  is called multiphoton 

ionization. 
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When the laser intensity increases, the electric field of the light wave begins to 

distort the atomic field and suppress the binding potential (see Figure 4.5). Bound 

electrons can become free by tunneling through the suppressed potential barrier. This is 

the so-called tunneling ionization. It occurs when the time t’ needed by the electron to 

escape is much smaller than the optical cycle 1 / w, . In order to become free, the electron 

must travel a distance approximately 1 = A / eE with a typical velocity dw, where A 

is the ionization barrier. Thus, tunneling occurs when 

t’ -E << L. 
eE W(J 

Introducing the parameter 

we can say that tunneling ionization occurs if y<<l (i.e. when the field is very large). In 

the opposite case, p>l, the multiphoton ionization regime is valid. 

. U = -eL.x .-. 

.\ . 

Figure 1.5: Schernatic diagram of ionization through tunneling. Electric Field suppresses 

binding potential barrier and the electron has a non-zero probability to escape. 

i\ formula for the photoionization rate that covers both of these regimes was derived by 
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Keldysh [Keldysh65]. For solid dielectrics it is given by 

(4.6) 

where A'is effective ionization potential expressed in terms of bandgap A 

and the functionf(y) is 

where K and E are complete elliptic integrals of the first kind. In (4.6) the parameter in is 

the reduced effective mass. It is set to mJ2. The parameter y is w,zlNzhleE as above. 

The symbol (x) denotes the integer part of the number x. The function Q is given by 

rri, 9 = n 
\ ' f i w l  mX 

where (I, is Dawson's integral 

I' 

Water can be represented as an amorphous dielectric [Williams751 with a 

bandgap of 6.5ev. Thus at least five photons of 800nm light is needed to produce one free 

electron. Expressing the ionization rate as 
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W = a ( E ) E Z k  = o(E)E '"  (4.7) 

and plotting the crossection 0 versus electric field (Figure 4.6), we can see transition 

from multiphoton to tunneling ionization. The parameter y is equal to one when 

E=lOsV/cm. If the effect of dielectric permittivity is neglected, this field corresponds to a 

laser intensity of approximately 1 .3-1013W/cm2. Short pulses in our experiment had 

comparable or higher intensity, thus in the modeling the full formula (4.6) must be 

employed 
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Figure 4.6: Photoionization crossection of water for 800nm light as a function of electric 

field. In vacuum E=lOhV/crn corresponds to approximately 1 .3.1OYW/cm' and  

E=lOXV/cni corresponds to 1 .3.10"W/cm2. 

Another important ionization mechanism is impact ionization. Once a valence 

electron accelerated by the laser field acquires enough energy, i t  can excite a valence 

electron across the bandgap in a collision with a molecule. The number of such events is 
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proportional to the total number of free electrons 

If cc-0, this very rapid, exponential growth of the number of free electrons is called 

avalanche ionization. The proportionality coefficient a is a function of laser field and can 

be caiculated from laser energy absorption of electron plasma. The dielectric permittivity 

E is given by a Drude formula 

n 1 
&(coo) = E,, - -2- 

n,, 1 + i v / o , '  

where q,=l.33' is the dielectric constant of water for o,, Y is the collision frequency and 

n , ,  is the plasma critical density for w,. The laser energy deposition rate S, is given by the 

formula (2.66). Assuming no loss mechanisms and dividing it by the average electron 

energy <E> we obtain avalanche ionization rate 

According to modeling based on the kinetic equation [Stuart961 average electron 

energy can be set to one and a half of the bandgap energy. In order to compare avalanche 

ionization to photoionization we calculated electron density n* such that 

W,>,,(Ej = \v,,,,,(n*,E). If electron density is higher than ti' ,  avalanche ionization exceeds 

photoionization for that particular field amplitude. Figure 4.7 shows plot of TI ' ,  together 

with photoionization rate for two collision frequencies: 3.1 O"s-' and 10% ' (typical 



collision frequency i n  laser induced breakdown is on the order of 1015s-1 

[Bloembergen74]). 

Significant light absorption begins when the electron density n, approaches the 

critical density n,,, which is on the order of 1021cm-3. The graph shows that in the relevant 

range of intensities n* is noticeably smaller than the critical density, thus photoionization 

Figure 4.7: Photoionization rate and 11’ versus intensity I=cE‘/Sn. 

provides the initial electrons, then most of the electrons are created through impact 

ionization. However for high intensities photoionization itself can create significant 

number of electrons. According to the plot, 10’3W/cm’ light induces ionization rate 

, therefore lOOfs pulse can create up to 1019cm-3 electron approximately 10‘’ - 
cm’fs 

1 

density. 
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Combining effects of ionization and recombination, we get an equation describing 

dynamics of electron density 

(4.10) 

Recombination is a function of density squared because it is proportional to the number 

of electrons and number of ions (which is again proportional to the number of electrons). 

Parameter /?=2.10 'cm3/s was measured experimentally [Doccio88]. 

To implement this equation in the hydrocode would be a straightforward task. 

However HYADES laser propagation and absorption package can not be used in this 

situation. In laser induced breakdown experiments dielectrics have low initial absorption 

arid penetration of the light wave in the material is limited only by the propagation speed. 

On the contrary, Helmholtz equations (2.63),(2.64), which are the basis for the HYADES 

light absorption modeling, neglect effects of the wave propagation, effectively making 

light velocity infinite. In this approximation, valid for metals, the electric field is 

ir~stantaneous and any change in the input intensity is immediately felt everywhere in the 

simulation domain. This is not appropriate for simulation of light interaction with 

transparent dielectrics. 

A completely different approach was adopted for simulation of laser absorption in 

our experiments. The problem is split in two parts. First, electron density evolution at the 

surface of  water is calculated. The incident laser light is a Gaussian pulse 
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Z ( t )  = Zoexp(-41n(2)(t/z)’)., where z is full width at half maximum. The light intensity 

transmitted into the water is obtained from the Fresnel formulas [Jackson981 

where the dielectric permittivity as a function of time is described by the Drude formula 

(4.8). The electric field is calculated from the intensity as 

8n 
E s ( t ) 2  = ___ 

cRe& 

Since the dielectric permittivity is a function of density, we expressed the field as 

a function of time (indirectly, through Z(t)) and electron density. Once it is substituted in 

the equation (4. lo), we have nonlinear a differential equation describing the evolution of 

the electron density at the surface as a function of time. This can be solved numerically 

with the Runge-Kutta method [Tserlis96]. 

The second step consists of propagation of light intensity from position i: to z+dz 

by subtraction of the energy expended on ionization 

Z(z + 6 Z J )  = I ( z , t ) -  < E > ( W J z , t )  + ly, , , , (z , t>)Sz.  

Step 6z  is set to a small number such that the fractional change in light energy is also 

small. After completing this procedure we know the light intensity and field as a function 

of time at a position 6z deeper together with the amount of energy deposited in a layer 

between z and z+&. Substituting this electric field in  the equation (4.10) and solving it, 
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the electron density n(z+&,t) is obtained. Executing this algorithm of light propagation 

and ionization as many tinies as necessary, we can calculate the deposited energy density 

and the electron density as a function of depth, the total transmitted and reflected fluences 

and the temporal behavior of the laser intensity and electron density at the depth of 

interest. 
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Figure 4.8: Simulation of behavior of electron density (blue lines with markers, right 

axis) and pulse intensity (red lines, left axis) as a function of time for three different 

positions: at the surface, 25yn deep and 1000um deep for an input laser pulse with 

intensity 3.10'3W/crn2 and length z= 0.14 ps. Collision frequency is v = ~ . I O ' ~ .  

Such calculations were carried out for a number of different pulse lengths 

between 140fs and lops and for a range of intensities at each pulse width. If the tluence 

was low, there \vas practically no absorption and the laser energy propagated unchanged 
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through lOO0~im of water. When the intensity increased, at some point, specific for each 

pulse length, absorption and reflection increased sharply due to the high electron density 

generation at the surface and reduced energy penetration in the bulk. Figure 4.8 and 

Figure 4.9 show simulation results for 140fs and lops that describe this situation. 
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Figure 4.9: Simulation of behavior of electron density (blue lines with markers, right 

axis) and pulse intensity (red lines, left axis) as a function of time for three different 

positions: at the surface, 25um deep and lOOOkm deep for input laser pulse with intensity 

3.10'2W/cm? and length z =  10 ps. Collision frequency is ~ = 3 . 1 0 ' ~ .  

The figures show the temporal evolution of pulse intensity and electron density at 

three different positions - immediately after surface penetration, 25pm deep and 1000pni 

deep. For reference, the incident intensity profile is also included. Qualitatively, the 

pictures are quite similar. Pulse fluences are high enough (F(  140fs)=4.47J/cni2, 



193 

F( 1 0ps)=3 1 .9J/cm2) to generate significant electron densities. In fact, during the pulse the 

density exceeds =3.10”cm at the surface. If there were no collisions (in both cases 

~=3 .10’~s ‘ ’ )  the dielectric function E( nir)  would vanish at this electron density and 

penetration of the laser radiation is arrested. The plasma effectively absorbs and reflects 

the radiation. For higher densities, it is also a good reflector. This is exactly what we see 

in the figures, once nlr is reached, i.e. transmission drops sharply. In the case of the lops 

pulse we can see this effect occur twice. The pulse is long enough for recombination to 

reduce the electron density below the critical density when the intensity is decreasing. As 

a result there is a little bump in the intensity transmission. 

The modeling shows that most of the pulse energy is deposited within a surface 

layer 20-30pm thick with the highest absorption at the surface, where the electron density 

exceeds the critical n:, . The region of above critical density has thickness on the order of 

100nm for the shortest pulses (140fs), while for longer pulses (10 ps) it decreases to 20- 

30nm. If the laser pulse is propagated deeper into the bulk, the deposition rate decreases 

considerably. For the two cases presented in Figure 4.8 and Figure 4.9, the enerzy 

fraction absorbed within 25pm of the surface after propagation for lO0Opm is 0.8 for 

lops pulse and 0.6 for 140fs pulse 

To understand how laser energy is divided among reflection, absorption and 

transmission, we performed a number of calculations for different intensities at each 
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pulse length. The results indicated that the qualitative behavior is independent of the 

pulse width. 

- - l _ l - . - - - -  
I - - - . _  

0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Incident Fluence / F* 

Figure 4.10: Reflected, absorbed and transmitted fluence as a function of relative pulse 

energy for 140fs and surface layer 25pm thick. The data is plotted versus normalized 

fluence FIF', where F' is the fluence that allows laser pulse to just  produce critical 

electron density n,,=3~102'cm~3 at the surface. Collision frequency is v=3.10L4. 

Figure 4.10 shows results for the 140fs pulse length. We plot the laser fluence splitting in 

different energy channels as a function of the incident fluence normalized by F*=3Jlcm2. 

We  can see that absorption begins to appear for fluence F-0.5 F*.  The deposited energy 

increases until the pulse fluence reaches approximately F" .  Afterwards i t  starts to 

saturate, whereas the energy transmitted after propagation through a 2Spm surface layer 

stays about the same in the whole fluence range. Since energy deposition is saturated and 
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transmission is not changed, all of the excess energy for incident pulse fluences above 

3J/cm' goes into reflection. Clearly F'=3Jlcm2 represents a threshold value F,,,; indeed i t  

is a fluence that allows the critical electron density n:, to be reached at the surface. For 

longer pulses, the general picture is the same - fixed energy deposition, transmission and 

growing reflection for fluences above threshold. The only difference is in the value of F,,,, 

which increases with pulse width. For instance, the lops pulse has a threshold fluence 

F,,,=10.9J/cm2. It is natural to consider the laser fluence that can generate critical electron 

density'nl, as the ablation threshold. There is clearly a transition from no absorption and 

full transmission at lower fluences to a significant energy deposition at the surface for 

higher fluences, which should cause energetic material removal. 

Experimentally, it is difficult to measure energy deposition. Typically, the 

ablation threshold is defined by the appearance of some observable change such as 

visible material damage [Stuart96]. Since post pulse examination doesn't work for water, 

one has to look for some transitional changes, like generation of cavitation bubbles 

[Noack98a] or plasma formation [Voge196b]. In our experiments, the ablation threshold 

was defined as the fluence at which spherical pressure waves appeared - a sign of strong 

laser absorption at the water surface. Using this criterion, we measured the threshold 

fluence for a number of pulse lengths. Figure 4.1 1 presents our data along with the 

simulation results. For short pulses (-lOOfs), the ablation threshold is about 3.5Jicm'. It 
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increases with pulse width to approximately 18J/cm' at lops pulse duration. The 

calculated result, using the appearance of n:, as the criterion for the threshold 

determination, is also presented in Figure 4.1 1. 

0.1 1 
t [ p s l  

10 

Figure 4.11: Experimental measurements and theoretical calculations of ablation 
threshold. 

Our model has one free parameter, the collision frequency Y. Typically, in this type of 

calculation [Kennedy95 ,Noack99] the collision frequency is set to the value proposed by 

Eloembergen [Bloembergen74] ~ = l O ' ~ s - ' .  We adjusted this number to get the best 

description of the experimental result and v=3.1O''s-' seems to be the best fit. The general 

behavior o f  the theoretical curve stays the same, when the collision frequency is adjusted; 

the onIy change is the overall magnitude. 

From these curves we see that a good match can be obtained for short pulses, 
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whereas the experimental curve is a steeper function of r for longer pulses. This longer 

pulse disagreement can not be Compensated by adjustment of the collision frequency. The 

discrepancy may appear because our model does not include thermal transport and 

electron-ion energy exchange, which lower the energy deposition rate at the surface, thus 

allowing higher transmission in the material and requiring a larger fluence to reach the 

critical density. These effects are more important for longer pulses. In fact experimental 

thresholds for longer pulses are well known to vary approximately in proportion to & 

representative of thermally controlled damage, when initial seed electrons are provided 

by small absorbers [FeitOl]. Another reason could be the effect of hydrodynamics - 

material expansion lowers the electron density at the surface for the longer pulses. 

The following explanation, based on the simulations, emerges for the qualitative 

behavior of the pressure waves shown in Figure 4.4. The laser beam interacts with water 

generating significant electron density at the surface. This plasma acts as an energy 

absorber that generates spherical pressure waves, and also as a reflector that allows only 

the leading edge of the pulse to penetrate the surface layer. Figure 4.12 shows a 

calculation of energy transmission as a function of pulse length. Since the ablation 

threshold is an increasing function of pulse width, the transmitted energy also increases 

for longer pulses. For instance, in  our calculations the transmitted fluence is 6.5 J/cm’ for 

the lops pulse versus 1.7 Jicm’ for the 140fs pulse. Therefore, the energy available for 

volumetric absorption along the beam path is noticeably larger for longer pulses. 
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Figure 4.12: Calculated threshold fluence and transmitted fluence after 25ym as a 

function OF pulse length. Collision frequency is v=3.1ol4. 

As a result, we see an observable effect of this larger energy deposition, visible 

cylindrical pressure waves and a dark absorption channel. 

4.5 Pressure wave dynamics 

Absorption of an ultrafast laser pulse creates a localized region with high 

temperature and pressure. Hot material begins to expand rapidly, thus generating shock 

waves propagating into the bulk of the material. These waves carry part of the laser 

deposited energy and can affect material far away from the absorption zone. Our purpose 

is to characterize this shock effect by measurement of the wave strength and dynamics. 

To get an idea of what we are dealing with, the initial stage of shock propagation 

was modeled with HYADES. From our calculation of laser absorption, we know the 
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distribution of deposited energy as a function of depth. Assuming absorption occurs 
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Figure 4.13: Profiles of pressure and water density calculated with HYADES. Time is 

lOns after light-material interaction described in Figure 4.8. Solid line is pressure, dashed 

line is water density. Equation of state is SESAME, table #7150 [Sesarne831. 
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After several nanoseconds, a triangular pressure pulse is formed and this pressure pulse 

leaves the absorption zone. Figure 4.13 shows profiles of pressure and water density Ions 

after the absorption. Interaction of the shock and rarefaction develops a wave with a 

noticeably reduced peak of 6kbar at this moment. Once the propagation becomes three 

dimensional, we can expect further lowering of pressure because of the geometrical 

effect. This part was done experimentally. 

One of the ways to monitor pressure evolution is based on calculations of the 

shock speed [Noack98a]. Using interferograms taken at various delays after pulse 

absorption, we measured the shock position for both spherical and cylindrica1 waves as a 

function of pulse fluence and width. The time derivative of the shock radius gives its 

velocity. Results for the radii measurements of the spherical waves are presented in 

Figure 4.14. There is no significant dependence on the laser pulse width. The three curves 

presented are for F=F,,,, 2F,,,, 3F,,,. The wave propagation distance is basically a linear 

function of time with slightly different initial radii for the three curves, The curves all 

have approximately the same slope of 1.55 km/s, which is close to the sound speed in 

water [Gray631 of 1.45 km/s. The initial size changes from approximately 201~rn for low 

energy F=F,,, to 40pm for the highest laser fluence. Since the laser puke has a Gaussian 

spatial profile, higher beam energy makes the ablation spot larger, thus increasing the 

shock formation zone. Supersonic propagation during the initial stage also contributes to 

this change. Similar behavior was observed for the cylindrical waves - a constant 
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propagation velocity close to the sound speed with an initial shock radius approximately 

equal to 30pm (close to the beam radius). 
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Figure 4.14: Spherical pressure wave position as a function of time. Pressure wave 

generated by more intense energy is initially more advanced. 

This behavior is indicative of the wave strength. Using the equation of state for water 

[Rice571 and jump conditions at the shock wave, the pressure is related to the shock 

speed by [Vogel96a] 

(4.1 1) 

where Po is 76,Xlkbar,x=ulc, ti is the shock speed, c=l .483.105cm/s is the sound speed in 

water and /3=17.06. When the shock speed is close to the sound speed, the formula 

simplifies to 

P = 10.37kbarx(x - 1) 



202 

If the wave pressure is 6kbars or less, the shock wave speed is below 1.4~ and decreases 

rapidly with velocity. At this point velocity measurement error becomes comparable to 

the expected pressure induced velocity variation. Therefore, methods of pressure 

determination based on observation of the wave speed [Noack9Sa] do not work in this 

weak shock regime. Because pressure is always a strong function of density, which also 

directly affects the optical properties of water, we rely on interferometry to get more 

sensitive measurements of wave strength. We would like to emphasize that a major factor 

responsible for putting pressure generation in this weak shock regime is the configuration 

of ablation. If laser induced breakdown occurs inside of the material, ablation products 

are confined, and pressure pulses are stronger and last longer. On the other hand, for 

surface ablation, hot material is quickly ejected, taking with it a significant portion of the 

laser deposited energy and thus weakening the shock wave. 

The interferograms provide us with information about the refractive index change, 

which can then be converted to pressure data using an appropriate formula for optical 

properties of water as a function of its state [Thormahlen85]. For 480nm light we have 

6n=  P(1.154.10-5 -6.755.10-xdT)+1.928.10-9P’ - (4.12) 
- 9.083.10-jdT - 1.954.10-hdT’ + 8.91 6 .  lo-’ dT3 ’ 

where P is pressure in  bars and d T  is temperature change in degrees Celsius from room 

temperature of 20°C. HYADES simulations show that a shock with several kbars pressure 

raises temperature of water by a few degrees, therefore one can omit the temperature 
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dependence. Since the quadratic pressure term is relatively small, the change of refractive 

index is practically a linear function of pressure 

&I = 1.154. P .  (4.13) 

Theoretically, in the case of radial symmetry, one can recover optical properties 

for the whole wave. However this requires specialized software, which we did not have. 

Instead we adopted a simpIe method that allows us to estimate peak pressure and its 

evolution from several easily measurable wave parameters. Figure 4.15 shows an 

interferogram of a spherical wave. We can see that the outer shock radius K ,  maximum 

phase shift 6cp,,,z2.,,,, and position of the maximum phase shift x,, can be easily identified. 

n=n,+Sn Surface of water 

interferometer 

Figure 4.15: Typical interferogram and purameters used Ibr deducing the peak pressure. 

Shock wave is assumed to be a thin spherical shell that induces change of refractivr index 

6r~  only inside the th in  shell. R is outer and a is inner radii of the shell. I,, marks distance 

from the water surface to the location of the point of maximum phase shift &,,,. 
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For a simple dependence of refractive index on radius these parameters can be used to 

calculate the maximum change in optical properties. Our modeling with the hydrocode 

(Figure 4.13) shows that a thin spherical shell with a triangular pulse profile would be a 

very reasonable assumption for the form of the refractive index. Therefore, phase shift d q ~  

is calculated as 

(4.14) 

where Sn is the refractive index change, a is an inner wave radius, h is interferometer 

wavelength and x is distance from the surface to the point of phase measurement. 

Assuming the following variation of refractive index as a function of radius 

we find the relationship between Sq!,,,, and Sn,,,,: 

(4.15) 

(4.16) 

where s = 2 d m  is easily measured in the case of spherical geometry and f(s/2R) is 

a function depending on details of the integration. This function increases monotonically 

from 1 .0 for thick pressure shells (n<<R, s-R) to 1.5 for thin shells (a-R, s<<R). Since 

the interferograms show that the latter is practically always the case, maximum refractive 

index change is calculated with the value of this function set to 1.5. It is interesting to 

note that if we assumed a constant rectangular profile of &z(r), this function would have 
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been equal to one identically. 

Figure 4.16 shows the calculated spherical wave pressure as a function of radius 

for 140fs, 500fs and Ips pulses. The pressure is strongly dependent on fluence, but only 
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Figure 4.16: Estimated peak pressure as a function o f  wave radius for F/F,,,= 1,2,3. 
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weakly dependent on the pulse width. The pressure decays from approximately lO0Obars 

at r = 50pm to about lOObar at 300pm for F=F,,,, from 2500bars to 250bars for F=2F,,,, 

and from 3000bars to 300bars for F=3F,,,. The decay curves were fit to a power law 

function and the a's were found to be in  the range of 1.15-1.38. Higher pressure 

pulses had faster decrease in pressure. 

We see that pressure decays a bit faster than inverse radius l i r  - the pressure 

evolution of sound waves in spherical geometry [Zel'dovich67]. There are two factors 

that may contribute to this behavior. First, even if the shock heating is small, after 

propagating a considerable distance, the wave does lose some energy. Second, since the 

symmetry is incomplete (the wave is hemispherical), the pressure must vanish at the 

water surface due to the boundary condition, and rarefaction waves launched at this 

boundary reduce the pressure. 

The evolution of cylindrical waves is complicated by the fact that the laser beam 

energy deposition is a function of depth, thus different pressures are generated at a 

different depth. Since this is a weak shock regime, the propagation speed is constant and 

the cylindrical shape is preserved. However, there is a constant flow of energy across the 

shock front that complicates the results. Our measurements at a depth of 200pm indicate 

that cylindrical waves are noticeably weaker, evolving from approximately 400 bars at 

40 kim to 100 bars at 200 pm. The decay is only a little bit slower than l l r ,  whereas 
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according to energy conservation considerations it should be 1 / &. It demonstrates that 

indeed there is energy flow along the symmetry axis of the wave. 

Once the pressure and wave profiles are known, we can calculate the energy 

carried by the wave and estimate the conversion efficiency. For spherical symmetry, the 

energy can be calculated from the formula [Cole481 

(4.17) 

where p ( t )  is the pulse pressure, co is the sound speed and po is the normal density of 

water. Since we know the propagation velocity is equal to the sound speed, and the 

spatial profile of pressure is assumed to have a triangular form, a simple result is obtained 

2nR'pPe,'( R - a) 
E =  

3C02P0 

(4.18) 

For a spherical wave with a triangular profile, the internal shell radius a = x,:, / R .  If we 

simulate a rectangular profile, (1 = R - x, . 

Figure 4.17 presents results of calculations of wave energy for a 140fs pulse and 

200p.m shock radius as a function of laser fluence. Measurements show that the fraction 

of beam energy deposited as mechanical energy (shock wave) is on the order of one 

percent. A similar calculation was done for the case of the simulated shock shown in 

Figure 4.13. The energy carried by the wave is 0.046 J/cm'. Since the modeling was done 

for energy deposition of a laser pulse with fluence 4.47J/cm2 (Figure 4.8), we calculate a 
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similar conversion rate of one percent. In this case, about a third of the pulse energy was 

absorbed in the surface layer, thus conversion of absorbed energy is approximately 3%. 

This is much lower than the conversion efficiency of 90% found in volumetric laser 

induced breakdown of nanosecond pulses [Voge199]. It also appears to be lower than in 

the case of volumetric absorption of femtosecond pulses, which is on the order of 10% 

[Vogel9 9 ,No ack9 8 b] . 
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Figure 4.17: Energy conversion efficiency for 140fs pulse calculated from experimental 

results and obtained from simulations. Both agree qualitatively and show conversion 

efficiency less than 1 %. 

4.6 Conclusion 

Laser ablation of a water surface generates plasma that allows transmission in the 

bulk of only the leading edze of the laser pulse. Since the ablation fluence threshold is an 

increasing function of pulse width, this energy increases for longer pulses and may be 
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large enough to cause deleterious effects. Laser ablation can affect the  bulk of the 

material thermally and mechanically. However, for ultrashort pulses these effects are low, 

because breakdown occurs at relatively low laser energy and absorption is very localized. 

We also found experimentally and theoretically that the conversion efficiency of USLP 

laser energy into shock waves is on the order of one percent. A significant factor in 

decreasing the generated pressure is breakdown at the water surface. The surface allows a 

significant part of the laser deposited energy to escape with ejecta. Surface ablation 

creates .pressure waves that fall in the so-called weak shock regime. Their velocity is 

practically equal to the sound speed, therefore interferometry must be used to determine 

wave strength. 
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Chapter 5 Conclusion 

The goal of this work has been to improve our understanding of the interaction of 

powerful ultrashort pulse laser radiation with simple metals (aluminum, copper) and 

wide-bandgap dielectrics (fused silica, water) and to develop physical models and tools 

needed for quantitative modeling of ablation and its effects. The investigations were 

concentrated on light pulses that are a few picoseconds or shorter in duration and 

produced by a compact, powerful (up to a terawatt) CPA laser system. In this ultrashort 

interaction regime, the hot, expanding plasma created by the laser does not have enough 

time to evolve into a thick plume and shield the material from the laser energy. Since the 

absorption occurs in vcry dense plasma present from the beginning in metals or created 

by the avalanche and nonlinear multiphoton ionization in dielectrics, the thickness of the 

surface energy deposition layer is small. Therefore it takes a short time for the hot 

ablation products to expand and separate from the bulk of the material. This effect 

significantly limits the amount of the energy diffusion and allows the bulk of the material 

to remain cold. As a result, high processing precision and low collateral damage can be 

achieved. Such features make ultrashort pulses attractive for many uses. Thus, besides 

general scientific interest, the need for understanding and optimization of such 

applications as material removal or laser film deposition motivated my studies. Since the 
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physics of the process is complex and nonlinear, most of the results were obtained using 

numerical modeling. 

Examination of the interaction with metals was the first part. As a result of the 

light absorption the metal temperature may vary many orders of magnitude and the 

material state changes from a cold solid to hot plasma. Thus it is necessary to have an 

approach that allows to accommodate such drastic changes. I have presented the needed 

physical models that are simple, yet catching the essentials of the process, together with 

their implementation on the basis of a one-dimensional plasma hydrodynamics code. The 

main focus of the discussion was the unequal electron-ion temperature evolution and 

laser absorption as a function of lightwave and material properties. It has been shown that 

the electron temperature can significantly exceed the temperature of the latticehons and, 

in consequence, accelerate many processes - there is a noticeable electron thermal 

diffusion during the USLP absorption; changes in the absorptivity occur faster due to the 

effect of electron-electron collisions. At higher temperatures, the electrons create a 

significant pressure and initiate expansion before the ions are heated. The suggested 

model for optical properties (dielectric permittivity) demonstrates the significance of 

interband transitions (electron transitions from one energy band to another) and, when 

coupled with a wavesolver, allows reproduction of available experimental results for 

USLP absorption. The developed code gives a self-consistent description of the 

interaction in a wide range of parameters and I have illustrated effects of laser fluence 
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(energy per area), wavelength, pulselength and prepulse, polarization and angle of 

incidence on laser absorption and deposition. 

For a majority of applications, the interest is in the long-term material evolution 

(time scales much larger than the pulse duration). Using the hydrocode and analytical 

methods, three different aspects of the ablation have been examined - evolution of the 

laser-induced pressure pulses, material removal and three-dimensional expansion of the 

plume. The width of the pressure pulse is determined by the thickness of the deposition 

zone (not the USLP length). Quick shock formation leads to energy dissipation and, as a 

result, shock waves are an energy transport mechanism competing with thermal transport. 

Action of the rarefaction wave and dissipation cause shock pulse decay and spreading as 

a power law function of the traveled distance. Using the hydrocode, I have demonstrated 

that the decay exponent changes from -0.5 for weak shocks to -1 for the pulses in the 

many Mbar range, when their evolution becomes self-similar. To calculate the amount of 

the material removed, a criterion based on the use of the critical liquid-vapor point was 

applied to a range of calculations. Removal efficiency (removal per unit of laser energy) 

has been shown to be the highest for subpicosecond pulses with energy at or near the 

ablation threshold energy. The ejecta carries away approximately eighty percent of the 

deposited laser energy. Three-dimensional evolution of the plume was modeIed by 

matching the results of the hydrodynamic calculations with gas ellipsoid model. The 
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expansion is very directional, with most of the material being ejected within an angle of 

5"-10". 

Studies of wide-bandgap dielectrics were motivated by the available experimental 

interferometric study of USLP induced pressure waves in water, which serves as a model 

of biological tissue. Theoretical modeling based on the nonlinear ionization equation has 

helped to explain the observed picture by showing that in the USLP surface ablation of 

wide-bandgap dielectrics laser created plasma acts as a filter that transmits into the bulk 

only a .leading, fixed energy part of the pulse. Since the ablation threshold energy 

increases with the pulselength, the transmitted energy also increases. Thus it may create 

potentially unwanted effects, which have been observed in the experiment. Experimental 

and theoretical study of the three-dimensional pressure wave evolution has demonstrated 

that near threshold ablation creates pressure waves in the weak shock regime. Conversion 

efficiency from laser to pressure energy has been shown to be approximately one percent. 

Systematic study of different aspects of the interaction of powerful ultrashort laser 

pulses with materials was the purpose of my work. This is an immensely rich and diverse 

physical phenomenon. Rapid development of technology is constantly presenting new 

opportunities. The effort to understand and explain is certainly far from over. I would like 

to suggest possiblc future directions in advancing the science and applications. 

One of them is study of the influence of surface structure on the laser energy 

absorption. It can be split into two parts. First is understanding effects of surface 
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roughness and microstructures. The experiments used to test the hydrocode were 

performed with vac~~urn  deposited films, which represent an ideal case. In the real world 

the material surface is certainly not flat. This is especially important for metals, since 

they have a very thin skin depth. Figure 5.1 shows measurements of cold absorption for 

aluminum for vacuum deposited films and polished surface. 

WAVELENGTH (urn) 
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Figure 5.1: Reflectivily of aluminum as a function of wavelength for different material 

samples. The picture is fi-om Handbook of optical corwuntr ossoli&, edited by Edward 

D. Palik [Palik98]. 

We can see that even a conventionally polished surface is not smooth enough and the 

absorption is significantly enhanced. One of the explanations for the absorption increase 

is thc excitation of surface plasma waves. These waves are effectively generated if the 

surface is not flat; they act as an additional laser energy coupling mechanism, besides 

direct Joule heating and interband transitions. Experiments with USLP ablation of 
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premanufactured surface structures [Murnane93 ,RajeevO2] also show that the 

absorptivity can be significantly enhanced. The second direction in this study should be 

understanding of the ultrashort pulse propagation in a channel either nietallic or 

dielectric. This is a very important problem in laser drilling of high aspect ratio holes. 

The hole acts as a waveguide and one needs to know what modes it supports, how the 

wall absorbs the light energy and what happens at the bottom of a "blind" hole. 

Our examinations of the material removal also did not include three-dimensional 

effects:This would be material removal through melt splashing or spallation. The melt 

layer is relatively thin, however, as Figure 3.18 illustrates, it is several times larger than 

the thickness of the ablated layer (the material removed as a gas). Possible hydrodynamic 

instabilities at the surface of the melt may initiate ejection of droplets of the material or 

create surface structures that may affect absorption of the next pulse. Another three- 

dimensional effect that deserves attention is nonequilibriiim phase dynamics of the 

expanding hot liquid. The separation in gas and liquid and formation of vapor bubbles 

needs to be studied within an approach that properly describes kinetics of the process. 

Simulations with molecular dynamics codes would be a promising start [Perez02]. 

Understanding plume composition and size distribution of the particles is very important 

in  laser film deposition, where homogeneity of the film is very important. 

One of the major trends in the development of technology is the generation of 

shorter and shorter pulses. Pulses as short as lOfs can already be produced and there is a 
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discussion of possible generation of single cycle radiation. Since dielectrics do not have 

free electrons and the plasma has to be created by the USLP, a study of the ionization of 

dielectrics by the extremely short pulses is needed. Experiments show [Lenzner99] that 

there is a visible difference in ablation with 5fs, 20fs and 220fs pulses. 

These are just a few possible directions for future  studies. Science, technology 

and applications of laser radiation and ultrashort pulses in particular continue to be at the 

forefront of research. Undoubtedly there will be many more important and exciting 

problems to solve. 
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